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The dynamic behavior and frequency response of harmonically excited piecewise linear and/or non-linear systems has been the subject of several recent investigations. Most of the prior studies employed harmonic balance or Galerkin schemes, piecewise linear techniques, analog simulation and/or direct numerical integration (digital simulation). Such techniques are somewhat limited in their ability to predict all of the dynamic characteristics, including bifurcations leading to the occurrence of unstable, subharmonic, quasi-periodic and/or chaotic solutions. To overcome this problem, a parametric continuation scheme, based on the shooting method, is applied specifically to a periodically excited piecewise linear/non-linear system, in order to improve understanding as well as to obtain the complete dynamic response. Parameter regions exhibiting bifurcations to harmonic, subharmonic or quasi-periodic solutions are obtained quite efficiently and systematically. Unlike other techniques, the proposed scheme can follow period-doubling bifurcations, and with some modifications obtain stable quasi-periodic solutions and their bifurcations. This knowledge is essential in establishing conditions for the occurrence of chaotic oscillations in any non-linear system. The method is first validated through the Duffing oscillator example, the solutions to which are also obtained by conventional one-term harmonic balance and perturbation methods. The second example deals with a clearance non-linearity problem for both harmonic and periodic excitations. Predictions from the proposed scheme match well with available analog simulation data as well as with multi-term harmonic balance results. Potential savings in computational time over direct numerical integration is demonstrated for some of the example cases. Also, this work has filled in some of the solution regimes for an impact pair, which were missed previously in the literature. Finally, one main limitation associated with the proposed procedure is discussed.

1. INTRODUCTION

Piecwise linear or non-linear characteristics including clearances are found in many machine elements and assemblies, such as gears, bearings, clutches, etc. Such non-linear systems are often excited periodically while under the influence of a mean force or torque. The knowledge of steady state solutions, such as the frequency response characteristics, is essential from a dynamic design as well as a noise and vibration control viewpoint. Typical investigations have used one of the following solution techniques: (a) piecewise-linear techniques [1, 2], (b) harmonic balance methods [3–7], (c) analog simulation methods [8, 9] and (d) direct time-domain numerical integration [9–12]. Since non-linear systems exhibit phenomena such as multiple solution regimes, subharmonic, and quasi-periodic and chaotic solutions, it is desirable to locate parameter regions in which such solutions occur in an efficient and unambiguous manner, which is the focus of this paper. Such an analysis, for instance by using direct numerical integration, can only be accomplished by
sweeping large initial condition maps. This procedure is obviously a rather laborious process, especially when the dimension of the problem increases. The harmonic balance schemes, which are usually variants of the Galerkin method [13], are also limited in their ability to track parameter bifurcations leading to the complex phenomena described earlier, although a few attempts have been made towards that goal [3–6]. For instance, Comparin and Singh [7] could not explain some of the analog simulation results using their describing function approximation [14].

Alternatively, computational techniques such as the shooting method [15–18] have been used to locate the fixed points of Poincaré maps (and hence the periodic solutions) and to determine their stability, as well as to obtain resonance backbone curves and other dynamic characteristics very efficiently. Ling [15] has tested the shooting method for a variety of single- and two-degree-of-freedom non-linear systems, usually with cubic non-linearities, and found the technique to be extremely useful. Sato et al. [18] applied the technique to map the tangent and pitchfork bifurcations in a gear pair with backlash and a periodic time-varying gear mesh-stiffness. The conventional shooting methods can be used to efficiently detect bifurcations, in conjunction with a parameter path following technique [19–21], but previous investigations have limited their application to autonomous systems. Such a technique has yet to be widely applied to the analysis of externally forced non-linear systems, especially those described earlier. Accordingly, the main objective of this paper, based on the literature reviewed above, is to adapt a parametric continuation (or path following) scheme, in conjunction with the shooting method, in order specifically to study the dynamics of periodically forced piecewise non-linear systems. The proposed continuation procedure is first validated by applying it to a Duffing oscillator, and the results are compared with those reported in the literature, as well as with predictions yielded by commonly used perturbation and one-term harmonic balance schemes. Then, the proposed scheme is used to re-investigate the impact pair problem of Comparin and Singh [7]. An attempt is made to fill in some of the subharmonic solutions and other regimes which were missed in their investigation. Both harmonic and periodic excitations are considered and the various solution regimes are mapped completely.

2. POINT MAPPING FOR PERIODIC SOLUTIONS

2.1. SIMPLE SHOOTING METHOD

The general governing equation for a periodically forced (with fundamental excitation frequency $\Omega$) non-linear system with $N$ degrees of freedom (DOF) can be written in state space form, of dimension $2N$, as follows (see Appendix A for the identification of symbols):

$$q' = F(q; \Omega \tau), \quad (1)$$

where the state vector $q$ is defined as

$$q = [q_1 \quad \cdots \quad q_{2N}]^T, \quad q_{i+1} = q_i', \quad i = 1, 3, \ldots, 2N - 1. \quad (2, 3)$$

Here the $q_i'$s and $q_{i+1}$s ($i = 1, 3, \ldots, 2N - 1$) represent the displacements and velocities, respectively, of the non-linear system. The force vector $F$ can be further divided into linear, non-linear and periodic excitation components, as

$$F = Aq + h(q) + T(\Omega \tau). \quad (4)$$

A number of investigators [15, 17–20] have used the shooting method which transforms an initial value problem into a two-point boundary value problem. Since we are interested in finding the periodic solutions, we need $q_i(0)$ such that $q_i(0) = q_i(m\tau_0)$; $\tau_0 = 2\pi / \Omega$, $i = 1, \ldots, 2N$, where $m$ is a positive integer. For instance, $m = 1$ would solve for period-1
(P1) solutions, while \( m = 2 \) would solve for period-2 (P2) subharmonic solutions. Furthermore, the technique is capable of finding both stable as well as unstable periodic solutions. The simple shooting technique is now described in detail.

Choose initial conditions, \( q_i(0) = \eta_i, \quad i = 1, \ldots, 2N \). An appropriate method for selecting these initial guesses is discussed in detail in section 2.1.1. The system of equations described by equations (1)–(4) can then be solved, say for \( m = 1 \), from \( \tau = 0 \) to \( \tau = \tau_0 \), by using any numerical integration scheme. All subsequent equations are for \( m = 1 \). We employ DOPRI5 [22], which is a fifth order Runge–Kutta scheme with step size control and uses an error estimator based on the fourth order Runge–Kutta formula. The values \( q_i(\tau_0) \) depend on the choice of the initial conditions, \( \eta_i \), and also implicitly on the value of a parameter, say \( z \), as shown below:

\[
q_i(\tau_0) = \Phi_i(\eta; z), \quad i = 1, \ldots, 2N. \tag{5}
\]

Here, \( z \) typically could represent any system design variable, such as spring stiffness and damping coefficient, or external variables, such as the amplitude and frequency of the periodic forcing function. The periodicity boundary condition requires that the following equation be satisfied:

\[
G_i(\eta; z) = \Phi_i(\eta; z) - \eta_i = 0, \quad i = 1, \ldots, 2N. \tag{6}
\]

For a given \( z \), equation (6) represents 2\( N \) non-linear algebraic equations in 2\( N \) unknowns. This can then be solved iteratively by using a Newton–Raphson technique \((J_1^{n+1} = -G_1(\eta^n))\). However, this procedure requires the formation and computation of the \( 2N \times 2N \) Jacobian matrix, \( J \), the elements of which are given by the equation

\[
J_{ij} = \left. \frac{\partial G_i}{\partial \eta_j} \right|_{\eta_1, \ldots, \eta_N} = \begin{cases} \frac{\partial \Phi_i}{\partial \eta_j} - \delta_{ij}, & i, j = 1, \ldots, 2N, \\ \delta_{ij} = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases} \end{cases} \tag{7, 8}
\]

There are other quasi-Newton schemes, such as Broyden’s scheme [23] or Warner’s algorithm [24], which do not need the Jacobian explicitly to solve for the \( \eta_1 \)'s. However, as will be shown later, there is still a need to calculate the Jacobian explicitly, in order to obtain the eigenvalues which determine the stability of the periodic solution. The other two schemes do not yield good approximations to the Jacobian even though they converge to the same \( \eta_1 \)'s. From equation (7), it is clear that the \( \partial \Phi_i / \partial \eta_j \) terms are unknown, and they cannot be obtained directly just by integrating equation (1). In order to obtain their magnitudes, additional variables \( \mu_i, i, j = 1, \ldots, 2N \), representing the change in the trajectory with respect to the initial guesses, \( \eta_i, j = 1, \ldots, 2N \), are defined, and the equations describing them are derived from an infinitesimal variation of the governing differential equations (see equation (1)):

\[
\mu_i(\tau) = \frac{\partial q_i(\tau)}{\partial \eta_i}, \quad i, j = 1, \ldots, 2N, \tag{9}
\]

\[
\mu_j(\tau) = \left. \frac{\partial}{\partial \tau} \left( \frac{\partial q_i(\tau)}{\partial \eta_j} \right) \right|_{\eta_1, \ldots, \eta_N} = \left. \frac{\partial^2 q_i(\tau)}{\partial \eta_j \partial \tau} \right|_{\eta_1, \ldots, \eta_N} = \sum_{k=1}^{2N} \frac{\partial F}{\partial q_k} \mu_k, \tag{10}
\]

where the \( \partial F_i / \partial q_k (i, k = 1, \ldots, 2N) \) terms are obtained by differentiating equation (4) with respect to the \( q_i \)'s. The required Jacobian can now be evaluated as

\[
J_{ij} = \left. \frac{\partial G_i}{\partial \eta_j} \right|_{\eta_1, \ldots, \eta_N} = \frac{\partial \Phi_i}{\partial \eta_j} - \delta_{ij} = \mu_i(\tau_0) - \delta_{ij}, \quad i, j = 1, \ldots, 2N. \tag{11}
\]

From equation (9) it is apparent that the initial conditions for \( \mu_i(\tau) \) are \( \mu_i(0) = \delta_{ij} \). Now we integrate the governing equations for some \( z = z^* \), given by equation (1), along with
the variational equations, given by equation (10), by using appropriate initial conditions from \( t = 0 \) to \( t = t_0 \), and then we apply the Newton–Raphson procedure until convergence is achieved. This results in the following equation to be satisfied:

\[
\eta^0 = \Phi(\eta^0; z^*). \tag{12}
\]

The solution \( \eta^0 \) is then a fixed point of the iteration process described above, i.e., it represents the solution of the Poincaré mapping of the system. Such a fixed point solution could be stable or unstable \([15–18]\), the determination of which is discussed later.

2.1.1. Choice of initial conditions

In order to start the shooting procedure, initial conditions of the state variables, \( q_i \), \( i = 1, \ldots, 2N \), have to be chosen. Three specific ways are described below to aid the future users; other choices are also possible.

(a) Initial conditions based on a random guess. This procedure leads to a fast convergence of Newton iterations, when the strength of the non-linearity is small or if one chooses a parameter region where the effects of the non-linearity are negligible. In the examples solved in subsequent sections, the fixed point calculation (parameter of interest \( \Omega \)) is started at a high frequency value, where the system is almost linear, to ensure quick convergence of the shooting procedure.

(b) Homotopy approach. When the above-mentioned procedure fails to converge, which usually happens in parameter regions where the non-linear effects are dominant, a homotopy approach has to be adopted. Equation (4) is re-written as

\[
F = Aq + T(\Omega \tau) + \theta h(q), \quad \theta \in [0, 1]. \tag{13}
\]

When \( \theta \) is equal to zero, then equation (13) is linear, while if \( \theta \) is one then we retrieve equation (4). Hence, one begins with \( \theta = 0 \), and then adopts the approach used in (a). Once the fixed point has been calculated, its value is used as a starting guess for the calculation of the fixed point value at \( \Delta \theta \) (a small increment). This ensures fast convergence of the Newton iteration process. A repeated application of this procedure, in steps of \( \Delta \theta \), would then lead us to the appropriate starting guesses for \( \theta = 1 \).

(c) Multiple shooting. In (a) and (b), the shooting procedure is carried out over the time interval \( [0, t_0] \) in one single step. An alternative is to use the multiple shooting approach \([21]\), in which the time interval \( [0, t_0] \) is divided into several user defined sub-intervals. The shortening of the time interval increases the domain of attraction of the Newton–Raphson method, thus reducing the adverse effects of bad initial guesses. However, this leads to an increased computational effort as compared with the simple shooting approach, due to additional continuity enforcing equations at each sub-interval boundary.

2.1.2. Stability of the point mapping

The stability is determined by the eigenvalues of the linearized mapping \( \Phi \), computed at the fixed points \( \eta^0 \), to yield the monodromy matrix, \( B \) \([19, 21, 25]\):

\[
B = \left[ \frac{\partial \Phi}{\partial \eta} \right]_{\eta^0} = [\mu_i(t_0)] = \{J + I\}|_{\eta^0}, \quad i, j = 1, \ldots, 2N. \tag{14}
\]

The periodic solution is stable if the magnitude of the eigenvalues, \( |\lambda_i| \) \( i = 1, \ldots, 2N \), is less than unity. The stability of the periodic solution changes when some \( \lambda_i \) crosses the unit circle. There are three different types of instabilities, as seen in Figure 1 (see, e.g., references \([19, 21, 25]\) for more details): (i) \( \lambda_i = -1 \), period-doubling or flip bifurcation occurs; (ii) \( \lambda_i = 1 \), saddle-node or symmetry breaking bifurcation occurs; (iii) a pair of
Figure 1. Modes of instability of a Poincaré map, \( \lambda = +1 \) saddle-node or symmetry breaking, \( \lambda = -1 \) flip or period-doubling and \(|\lambda| = 1\) secondary Hopf instability.

2.2. A Path Following Technique with the Shooting Method

Often, one would like to know how the fixed points or the periodic solutions change as the parameter of interest is varied from \( x^* \), for which the solution has already been determined, as outlined in section 2.1. A recursive application of the shooting method would be the easiest way to carry out such a task. One expects that \( \eta' = \Phi(\eta; x^*) \) would be a good initial guess for \( \eta(x^* + \Delta x) \), to be used in the Newton–Raphson scheme, for a small increment \( \Delta x \). Once the iterations have converged we obtain the solution for \( x^* + \Delta x \). In this manner, a branch of solutions over a range of the parameter \( x \) can be obtained. One of the drawbacks of such an approach is the lack of information about the continuity of the solution branch, as \( x \) is varied from \( x^* \) in increments of \( \Delta x \). For this purpose, the trajectory of the solution branch in the neighbourhood of \( x^* \) can be obtained from equation (6) by a Taylor series expansion (truncated to the first term) in \( x \):

\[
\sum_{k=1}^{2N} \left( \frac{\partial \Phi}{\partial \eta_k} - \delta_k \right) \frac{\partial \eta_k}{\partial x} + \frac{\partial G_i}{\partial x} = 0, \quad i = 1, \ldots, 2N. \tag{15}
\]

Equation (15) represents a linear change in the solution as a function of \( x \), but only in the vicinity of \( x^* \). Note that the term in parentheses represents the Jacobian matrix elements of equation (7). The Jacobian thus plays a significant role, both in establishing the continuity of the solution branch and in Newton’s iteration process. As long as \( J \) is non-singular, one can compute the tangents \( \partial \eta_k/\partial x \)'s and examine the continuity of the branch given \( \partial G_i/\partial x, i = 1, \ldots, 2N \). In order to obtain these values, we need to define some more variables, say \( \psi_i(\tau) \), its associated governing equations and the initial conditions; this set must be used along with the shooting procedure described earlier in Section 2.1:

\[
\psi_i(\tau) = \frac{\partial q_i(\tau)}{\partial x}, \quad i = 1, \ldots, 2N, \tag{16}
\]

\[
\psi_i'(\tau) = \frac{\partial}{\partial \tau} \left( \frac{\partial q_i(\tau)}{\partial x} \right) = \frac{\partial}{\partial \tau} \left( \frac{\partial q_i(\tau)}{\partial \tau} \right) = \sum_{k=1}^{2N} \frac{\partial F_k}{\partial q_k} \psi_k + \frac{\partial F_i}{\partial x}, \quad i = 1, \ldots, 2N. \tag{17}
\]
\[
\psi_i(0) = 0, \quad \forall \, i \in [1, 2, \ldots, 2N]. \quad (18)
\]

Comparing equations (15) and (16), we note that \( \partial G_i/\partial x = \psi_i(\alpha_i), \, i = 1, \ldots, 2N \). From the calculated tangents at \( x = x^* \), one can estimate \( \eta_i \) for a small change in the parameter, i.e.,
\[
x' = x^* + \Delta x, \quad i = 1, \ldots, 2N. \quad (19)
\]

This estimate is used to start the Newton iteration procedure as follows:
\[
J_k \eta^{k+1} = -G(\eta^k; x^*), \quad k = 1, 2, \ldots . \quad (20)
\]

This procedure works fine until \( J \) becomes singular, which is usually due to a turning point (\( \lambda_i = +1 \)), as depicted in Figure 2(a). Such a situation occurs when \( \partial \eta_i/\partial x \to \infty \) for some \( k \), or \( \partial \Phi_i/\partial x \notin \mathcal{R}(J) \), where \( \mathcal{R}(J) \) denotes the range space of the Jacobian matrix.

When \( \lambda_i = -1 \), the Jacobian is still non-singular for the regular Poincaré map \((m = 1)\), but has a period-doubling turning point, as seen in Figure 2(b), for the double Poincaré map \((m = 2)\), leading to an eigenvalue \( \lambda_{2m-1} = 1 \). The turning point as shown in Figure 2(a) can be handled quite easily, as it is essentially a problem of parametrization (see Figure 2(c)). We re-parameterize by introducing a new parameter, say arc length \( s \), so that \( \eta_i \equiv \eta_i(s), \, x \equiv x(s) (i = 1, \ldots, 2N) \). Then, equation (15) is re-written as
\[
\sum_{k=1}^{2N} \left( \frac{\partial \Phi_i}{\partial \eta_k} - \delta_{ik} \right) \frac{\partial \eta_i}{\partial s} + \frac{\partial G_i}{\partial x} \frac{\partial x}{\partial s} = 0. \quad i = 1, \ldots, 2N. \quad (21)
\]

We have, however, introduced one more unknown and in order to have the same number of equations as there are unknowns, we define the arc length equation as \([19, 21]\)
\[
\sum_{k=1}^{2N} \left( \frac{\partial \eta_k}{\partial s} \right)^2 + \left( \frac{\partial x}{\partial s} \right)^2 = 1. \quad (22)
\]

At the turning point, we re-write equation (21) as follows, which renders the modified Jacobian \( J^* = [\partial G_i/\partial \eta_i] [\partial G_i/\partial x] \) non-singular:

\[\text{Figure 2. The two types of singularities on tracing a solution branch: (a) simple P1 turning point; (b) turning point on a P2 branch; (c) a geometric interpretation of arc length parametrization to go around the turning point.}\]
\[
\sum_{k=1}^{2N} \left( \frac{\partial \Phi}{\partial \eta_k} - \delta_k \right) \frac{\partial \eta_k}{\partial s} + \frac{\partial G_j}{\partial x} \frac{dx}{ds} = - \left( \frac{\partial \Phi}{\partial \eta_i} - \delta_i \right) \frac{\partial \eta_i}{\partial s}, \quad j = 1, \ldots, 2N. \tag{23}
\]

At the turning point, there is a change in the direction of the parameter \(z\). If \(\Delta z\) was positive (negative) to begin with, then past the turning point \(\Delta z\) becomes negative (positive). In this manner, starting from an initial fixed point calculated as outlined in section 2.1, the procedure described above (termed continuation) can be carried out for any parameter range, with its unique ability of going around the turning points and tracing out the entire branch of fixed point solutions; see references [19, 21, 26]. Period-doubling branches, say P2 (period \(2\tau_0\)), which bifurcates from the P1 (period \(\tau_0\)) branch, can be traced in a similar fashion once the initial P2 fixed point has been obtained using the regular shooting procedure of section 2.1, with \(m = 2\). A repeated use of this procedure will yield P4 and other higher period solutions. The stability of the solutions is then examined using the monodromy matrix, \(B\) (see section 2.1.2). A uniform step size can be used over the whole parametric range, but this makes the process computationally inefficient. Several step size control algorithms exist [26, 27]; an algorithm based on an error estimation criterion, developed by Den Heijer and Rheinboldt [27], is used in our study.

3. APPLICATION TO DUFFING OSCILLATOR

The technique developed in section 2 is illustrated and validated by applying it to a commonly used single-degree-of-freedom (SDOF) Duffing oscillator, the governing equation of which is written in the format of equation (2) as

\[
\begin{bmatrix}
q_1' \\
q_2'
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
-k - \xi & -\beta q_1
\end{bmatrix} \begin{bmatrix}
q_1 \\
q_2
\end{bmatrix} + \begin{bmatrix}
0 \\
-\beta q_1
\end{bmatrix} + \begin{bmatrix}
0 \\
f \cos (\Omega \tau)
\end{bmatrix}, \tag{24}
\]

where \(k\) is the linear stiffness, \(\xi\) is the viscous damping coefficient, \(\beta\) is the non-linear stiffness coefficient, \(f\) is the external sinusoidal excitation amplitude and \(\Omega\) is the excitation frequency. The variational equations defining \(\mu_i(\tau), i, j = 1, \ldots, 2N\), can be obtained from equations (10) and (24) as

\[
\begin{bmatrix}
\mu_{11} & \mu_{12} \\
\mu_{21} & \mu_{22}
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
-k - 3\beta q_1 - \xi & -\xi
\end{bmatrix} \begin{bmatrix}
\mu_{11} & \mu_{12} \\
\mu_{21} & \mu_{22}
\end{bmatrix}. \tag{25}
\]

Similarly, the governing equations for \(\psi_i(\tau)\) can be obtained from equations (17) and (24), when the parameter \(x\) is either the frequency \(\Omega\) or the external excitation amplitude \(f\) respectively, as

\[
\begin{bmatrix}
\psi_1' \\
\psi_2'
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
-k - 3\beta q_1 - \xi & -\xi
\end{bmatrix} \begin{bmatrix}
\psi_1 \\
\psi_2
\end{bmatrix} + \begin{bmatrix}
0 \\
-f \sin (\Omega \tau)
\end{bmatrix}, \tag{26a}
\]

\[
\begin{bmatrix}
\psi_1' \\
\psi_2'
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
-k - 3\beta q_1 - \xi & -\xi
\end{bmatrix} \begin{bmatrix}
\psi_1 \\
\psi_2
\end{bmatrix} + \begin{bmatrix}
0 \\
\cos (\Omega \tau)
\end{bmatrix}. \tag{26b}
\]

Now, by using equations (24)–(26) and the procedure developed in section 2, Figure 3 can be obtained, which shows a plot of the variation of the fixed points \(q_i(0), i = 1, 2\), as a function of \(\Omega\) for \(k = -0.2, \xi = 0.04, \beta = 8/15\) and \(f = 0.4\). This example has already been analyzed by Seydel [21] and, hence, it represents a test of the methodology developed here. The figure represents the subharmonic loop (P2) and contains stable and unstable solutions. As can be seen, our predictions match very well with Seydel’s results [21].
Next, the above equation is solved by using the continuation procedure (continuation parameter $\Omega$) for three different sets of parameter values, as shown in Table 1. An initial fixed point is calculated, using the procedure in section 2.1, at a high frequency value, say $\Omega = 2$ or $2.5$, where the non-linear effects are negligible, and then the continuation procedure, described in section 2.2, is started with an initial downward frequency sweep, i.e., $\Delta \Omega < 0$. The results are shown in Figures 4–6. These are compared with the predictions yielded by a one-term harmonic balance, which is obtained from the following cubic equation in terms of $a^2$, where $a$ is the amplitude:

$$9 \frac{1}{16} \beta^6 a^6 + 3 \beta (k - \Omega^2) a^4 + \left\{ (k - \Omega^2)^2 + \zeta^2 \Omega^2 \right\} a^2 - f^2 = 0.$$  \hfill (27)

A first order perturbation scheme [28] leads to a similar equation, but is valid only for small $\beta/k$ values. From Figure 4(a) one can see that our procedure yields excellent

### Table 1

**Parameter values used for the Duffing oscillator study, given $\zeta = 0.04$ and $f = 0.30$**

<table>
<thead>
<tr>
<th>Figure</th>
<th>$\beta$</th>
<th>$k$</th>
<th>$\beta/k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4(a)</td>
<td>0.10</td>
<td>1.0</td>
<td>0.10</td>
</tr>
<tr>
<td>4(b)</td>
<td>0.75</td>
<td>1.0</td>
<td>0.75</td>
</tr>
<tr>
<td>5 and 6</td>
<td>0.75</td>
<td>0.20</td>
<td>3.75</td>
</tr>
</tbody>
</table>
agreement with the harmonic balance or perturbation scheme. Note that there are two turning points, one near $\Omega = 1.2$ and one near $\Omega = 1.6$. When the continuation scheme goes around these points, the fixed points change from being stable (unstable) to unstable (stable) and $\Delta\Omega$ reverses signs. The three solutions regime (jump regions) predicted by both schemes are also in good agreement. Observe in Figure 4(b) that although the match between the semi-analytical and shooting method at most frequencies is still reasonable, the harmonic balance scheme cannot predict the superharmonic resonance at $\Omega \approx 0.33$. This can obviously be remedied by introducing additional higher harmonics (such as order 3, 5, etc.) in the assumed solution, but the resulting equations are more complex than equation (27) and can only be solved by a Newton–Raphson type iteration scheme. When the linear stiffness is reduced, as in Figure 5, we note that the system becomes highly non-linear, especially at frequencies below $\Omega = 0.50$, and the deviation between the one-term harmonic balance and the shooting method becomes significant. A number of super-harmonic resonances (of odd order 3, 5, 7, etc.) can be readily observed in Figure 5(b). Also, a symmetry breaking bifurcation phenomenon ($\lambda = +1$) is observed [29]. The asymmetric solution (P1) loop around the unstable symmetric P1 solutions is shown in Figure 6(a). This phenomenon is clarified by Figure 6(b), where the phase plane portrait is shown for the symmetric (unstable) as well as the asymmetric (stable) solutions for $\Omega = 0.40$.  

Figure 4. The frequency response of a hardening type Duffing oscillator: (a) weakly non-linear; (b) moderately non-linear system. ——, Stable; – · – · – ·, unstable (+1); ×, harmonic balance (one-term) solutions.
4. ANALYSIS OF AN IMPACT PAIR

4.1. SINGLE HARMONIC EXCITATION

We re-investigate the specific impact pair problem analyzed earlier by Comparin and Singh [7], in order further to validate the proposed scheme, as well as to explain some of the analog computer simulation results that could not be explained in their investigation. The governing equations of the impact pair as shown in Figure 7 have been re-formulated as

\begin{align}
I_1 \ddot{x}_1 + C(\dot{x}_1 - \dot{x}_2) + K(x_1 - x_2) + (K_1 - K)g(q_1) &= E_m + E_p \cos (\omega t), \quad (28) \\
I_2 \ddot{x}_2 - C(\dot{x}_1 - \dot{x}_2) - K(x_1 - x_2) - (K_1 - K)g(q_1) &= -E_m, \quad (29)
\end{align}

where \( q_1 = x_1 - x_2 \). Combining equations (25) and (26) and defining parameters \( \zeta = C/2I\omega_n, \, \omega_n = \sqrt{K/I}, \, I = I_1I_2/(I_1 + I_2), \, \kappa = K/K_1, \, \tau = \omega_n t, \, \Omega = \omega/\omega_n, \, e_m = E_m/I\omega_n^2 \) and \( e_p = E_p/I\omega_n^2 \), we obtain

\[
\begin{pmatrix}
\dot{q}_1 \\
\dot{q}_2
\end{pmatrix} = \begin{bmatrix}
0 & 1 \\
-\kappa & -2\zeta
\end{bmatrix} \begin{pmatrix}
q_1 \\
q_2
\end{pmatrix} + \begin{bmatrix}
0 \\
-g(q_1)
\end{bmatrix} + \begin{bmatrix}
e_m + e_p \cos (\Omega \tau)
\end{bmatrix},
\]
The symmetry-breaking bifurcation in a Duffing oscillator. (a) The fixed point loop of asymmetric solutions: \( \times \), stable (symmetric); \( + \), unstable (symmetric); \( \ldots \), stable (asymmetric); \( - - - - \), unstable (asymmetric). (b) The phase plane, showing asymmetric and symmetric solutions at \( \Omega = 0.40 \): \( \ldots \), symmetric (unstable); \( - - - - \), asymmetric (stable) solutions.

The non-linear function \( g(q_i) \) shown in Figure 7(b) is defined as

\[
g(q_i) = \begin{cases} 
(1 - \kappa)(q_i - b_i), & q_i > b_i, \\
0, & -b_i \leq q_i \leq b_i, \\
(1 - \kappa)(q_i + b_i), & q_i < -b_i.
\end{cases}
\] (31)

The variational equations defining \( \mu_{ij} \), and parametric equations (with parameters \( \Omega \) and \( \epsilon \), respectively) for \( \psi_i \) (with \( i, j = 1, \ldots, 2N \)) are obtained from equations (10), (17) and (30) as

\[
\begin{bmatrix}
\mu_{11}' \\
\mu_{12}' \\
\mu_{21}' \\
\mu_{22}'
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-\kappa - dg(q_i) & -2\zeta \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\mu_{11} \\
\mu_{12} \\
\mu_{21} \\
\mu_{22}
\end{bmatrix}
\] (32)
Figure 7. The model of an impact pair [7]: (a) the two-degree-of-freedom semi-definite system; (b) the clearance non-linearity \( q_1 = x_1 - x_2 \).

The system of given equations (30)–(34) is solved by using the proposed continuation procedure and the results are shown in Figures 8–14. The values of the parameters used in the study are listed in Table 2. For the sake of illustration, the continuation parameter \( \alpha \) used for all these studies was the non-dimensional excitation frequency \( \Omega \). Here again, the initial fixed point is obtained at a high frequency value, say \( \Omega = 2\cdot0 \), as the non-linear effects are small and the initial \( \Delta \Omega \) is negative (downward sweep). For this system, the secondary Hopf bifurcation phenomenon is not observed, which can be established by Liouville’s theorem [18].

In Figure 8(a), the frequency response is plotted for a heavily loaded impact pair. Since \( \kappa = 0 \), this represents a backlash problem. The analog computer results from reference [7] are shown in the figure for comparison, and an excellent agreement between the proposed

<table>
<thead>
<tr>
<th>Figures</th>
<th>( \zeta )</th>
<th>( \kappa )</th>
<th>( e_w )</th>
<th>( e_r )</th>
<th>( e_r/e_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 and 11(a)</td>
<td>0.015</td>
<td>0.0</td>
<td>0.50</td>
<td>0.25</td>
<td>0.50</td>
</tr>
<tr>
<td>9 and 12</td>
<td>0.015</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>1.0</td>
</tr>
<tr>
<td>10 and 11(b)</td>
<td>0.015</td>
<td>0.50</td>
<td>0.25</td>
<td>0.25</td>
<td>1.0</td>
</tr>
<tr>
<td>13, 14 and 15</td>
<td>0.03</td>
<td>0.0</td>
<td>0.25</td>
<td>0.50</td>
<td>2.0</td>
</tr>
</tbody>
</table>
procedure and analog simulation is evident, especially with respect to the jump transitions. The classic jump phenomenon observed corresponds to saddle-node bifurcations \( (\lambda = +1) \). The jumps, unlike the Duffing oscillator, occur at two different regions due to the presence of a mean load. The two saddle-node bifurcations at the lower frequency region, as evident from Figure 8(b), corresponds to a transition from no-impact to single-sided impact and single-sided to double-sided impact, respectively [7], in the direction of increasing frequency. The other two saddle-node bifurcations correspond to transitions from stable P1 to unstable P1, with both undergoing double-sided impact, and from double-sided impact to single-sided impact, respectively, again in the direction of increasing frequency (see Figure 8(b)).

At this juncture it is appropriate to recall the motivation and methodology of analog computer simulation reported earlier in 1989 by Comparin and Singh [7]. It was carried out on a Comdyna GP-6 analog computer with a function generator for modelling the clearance non-linearity. The time domain output of the analog computer was suitably averaged to eliminate noise, using a digital analyzer (Nicolet UA 500). For a given excitation frequency \( \Omega \), the mean \( q_{1,\text{mean}} \) and standard deviation \( q_{1,\text{amp}}/\sqrt{2} \) of the time domain response were obtained using a digital oscilloscope (Data Precision 6000). The mean and standard deviation were calculated with all frequency components (sub- and superharmonics) of the response included. The emphasis of the analysis was on the prediction of the root mean square (r.m.s.) vibration level, and an extensive study of the

![Figure 8. The response of a heavily loaded impact pair with \( \kappa = 0 \): (a) the complete frequency response; (b) impact transitions; ---, Stable; - - - - - - , unstable \((+1)\); \( \times \), analog simulation solutions.](image-url)
response for various initial conditions was not conducted. Due to the electronic limitations of the function generator, the transitions between the stiffness stages were slightly rounded, which may have affected where the jump points occurred. This was observed in some cases, especially for light mean loads $e_m$. Finally, the signal-to-noise ratio and signal saturation problems are invariably sources of error in an analog simulation. Hence, the analog simulation results of reference [7] must be viewed in the context of the above discussion. The analog simulation data is used here essentially as a qualitative tool for a comparison of various solution regimes as predicted by our proposed procedure.

When the mean load $e_m$ is reduced, as in Figure 9 for $\kappa = 0.25$, we can see that the resulting frequency response becomes more complex. A supercritical pitchfork bifurcation occurs resulting in unstable P1, but stable subharmonic P2 solutions in the region of $1.12 \leq \Omega \leq 1.74$. This subharmonic loop does not exhibit any further period-doubling bifurcations. Again, the analog computer simulation results are plotted for comparison, and now observe an excellent agreement except at the lower frequencies. In fact, some of the analog solutions are on the subharmonic loop, a fact that could not be explained earlier using the describing function approach [7]. At low frequencies, the shooting method predicts a number of superharmonic resonances, each with its saddle-node bifurcations, which were not predicted well by the analog simulation, possibly due to very coarse frequency spacing.
When $\kappa$ is increased from 0.25 to 0.50, the results in Figure 10(a) show that the system tends to be more linear in its behavior. For instance, the subharmonic loop at the higher frequencies disappears. Also, the saddle-node bifurcations at the superharmonic resonances cease to exist. The analog simulation results again show good agreement with the proposed procedure and do predict fairly well the order 2 superharmonic resonant peak. In Figure 10(b), a three-dimensional picture of the variation of $q_i(0)$ with $\Omega$ is shown, specifically to understand how the fixed points evolve as the parameter value changes.

The continuation procedure is validated further by comparing results with those yielded by a multi-term harmonic balance or Galerkin scheme [30]. The main drawback of the harmonic balance scheme is that it cannot turn past the saddle-node bifurcations and trace the unstable (+1) P1 solutions. Otherwise, as can be seen in Figures 11 and 12, an excellent match between the harmonic balance and the proposed schemes is evident. For the heavily loaded ($e_{p}/e_{m} = 0.50$) and the high $\kappa$ ($=0.50$) cases, shown in Figures 11(a) and (b), respectively, a small number of harmonic terms ($\leq 5$) is sufficient to achieve the required tolerance for the truncation error which is caused by neglecting higher harmonics in the trigonometric expansion. However, for the low frequency results shown in Figure 12, which correspond to $\kappa = 0.25$ and $e_{p}/e_{m} = 1.0$, a fairly large number of harmonics (about

![Figure 10. The response of a moderately loaded impact pair with $\kappa = 0.50$: (a) the frequency response; (b) the evolution of the Poincaré map as $\Omega$ changes. ——, Stable; ——, unstable (+1); ×, analog simulation solutions.](image-url)
15–20) must be included to meet the truncation error tolerance. This implies that the size of the matrices involved in the iteration process becomes very large. Also, in order to determine the stability of the solutions, one needs to construct a monodromy matrix based on Floquet theory [25]. For this purpose, a sufficient number of harmonics must be included to determine stability transitions with reasonable accuracy. This makes the harmonic balance scheme computationally inefficient when the system is lightly loaded and/or has a low \( \kappa \) value, especially at low frequencies. The proposed procedure does not suffer from such a restriction.

The final example case deals with a lightly loaded system; here the amplitude of the sinusoidal excitation is twice the mean load. As seen in Figure 13, there is again a supercritical pitchfork bifurcation leading to subharmonic solutions. At the low frequencies, pitchfork and saddle-node bifurcations also occur near most superharmonic resonances. The main pitchfork loop, which is clearly asymmetric about the unstable P1 solutions, is shown in Figure 14. The pitchfork bifurcation, at the high frequency region, exhibits further period-doubling bifurcations leading to P4, P8, P16 solutions and so on. These are not shown in these figures for clarity. This phenomenon signals the possible occurrence of chaos in this region. Direct numerical integration, with initial conditions slightly perturbed from one of the high period solutions, do however confirm the presence

![Figure 11.](image-url)

Figure 11. A comparison of the proposed scheme with a harmonic balance scheme: (a) heavily loaded case with \( \kappa = 0 \); (b) moderately loaded case with \( \kappa = 0.50 \). ———, Stable; · · · ·, unstable (+1), \( \triangle \), multi-term harmonic balance solutions.
Figure 12. A comparison of the proposed scheme with a harmonic balance method for a moderately loaded impact pair with $\kappa = 0.25$: (a) the complete frequency response; (b) expanded view of inset in (a). ——, Stable; ———, unstable (+1); ———, unstable (−1); · · · · · · · · · · , stable P2; +, unstable P2 (+1); △, multi-term harmonic balance solutions.

of chaos in this region. For example, in Figure 15 are shown the time history, the Fourier spectrum and the Poincaré section, for $\Omega = 1.1$. It is clear from the fractal nature of the Poincaré section and the broad-band spectrum that the solution is indeed chaotic.

Finally, we summarize some of the response characteristics of the impact pair problem. When the impact pair is heavily loaded ($e_p/e_m < 1$) and/or has high $\kappa$, the system does not exhibit subharmonic or non-periodic solutions. However, when the mean load is reduced, the high frequency region has stable subharmonic (P2 and higher period) solutions just above the primary resonance. Chaotic solutions can also occur due to period-doubling bifurcations, especially when $e_p/e_m$ is greater than 1.25. The frequency response becomes most complex at the lower frequencies, since there is a strong possibility of subharmonic and non-periodic solutions over most of the low frequency range.

4.2. COMPUTATIONAL ISSUES

In order to demonstrate the potential savings in computational effort, typical CPU times are compared in Table 3 (on the same basis) for two example cases corresponding to Figures 8 and 13 (see Table 2 for the parameters used) for the results obtained by direct numerical integration and the proposed continuation. Clearly, the CPU time for the
A comparison of classical numerical integration with the continuation method

<table>
<thead>
<tr>
<th>Issue</th>
<th>Classical integration</th>
<th>Continuation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-valued and unstable solutions</td>
<td>Large initial condition map needs to be searched; unstable solutions can be obtained only by integration in negative time</td>
<td>Initial point alone needs some effort; other points obtained quite efficiently, including subharmonic and unstable solutions</td>
</tr>
</tbody>
</table>

Example case
(a) Figure 8
(b) Figure 13

CPU times for 250 parameter points:
   (a) Figure 8 3000 s 185 s
   (b) Figure 13 7400 s 295 s

The frequency response for a lightly loaded impact pair for $\kappa = 0$: (a) the complete response; (b) expanded view of the inset in (a). —, Stable; ——, unstable (+1); --, unstable (-1); ·····, unstable P2 (+1); +, stable P2; Δ, unstable P2 (-1) solutions.
subharmonic, quasi-periodic or chaotic solutions, a large initial condition map must be searched, since we do not have an a priori knowledge of which parameter regions exhibit such phenomena. Conversely, in the proposed procedure, such regimes are found more efficiently. For example, the occurrence of a period-doubling bifurcation during the continuation process \( \lambda = -1 \) signals the possible occurrence of stable P2, higher period subharmonic solutions or even chaotic solutions through the Feigenbaum cascade [19, 21]. Using values of \( m = 2, 4, \text{ etc.,} \) in the method described in section 2, one can then obtain the subharmonic solutions and the period-doubling cascade. Similar procedures may also be established for other types of solutions.

4.3. MULTI-HARMONIC EXCITATION

In the previous sections, all of the example cases were for a single harmonic excitation only. However, the formulation developed in section 2 is valid for any periodic excitation that can be represented by a Fourier series in terms of the fundamental excitation frequency \( \Omega \). To illustrate this point, we consider one example of a multi-harmonic excitation of the impact pair. In equation (29), the term \( \epsilon_p \cos (\Omega t) \) is replaced by \( \sum_{k=1}^{M} \epsilon_{pk} \cos (k\Omega t) \), where \( M \) is the number of harmonics in the excitation. The system
Figure 15. The occurrence of a chaotic solution through period-doubling for the lightly loaded impact pair: (a) time history; (b) Fourier spectrum; (c) Poincaré section when $\Omega = 1.1$.

corresponding to Figure 8 (see Table 2) is simulated again with the external excitation parameters set to $e_m = 0.50$, $e_p_1 = 0.25$, $e_p_2 = 0.10$ and $e_p_3 = 0$ in Figure 16(a), and to $e_m = 0.50$, $e_p_1 = 0.25$, $e_p_2 = 0.10$ and $e_p_3 = 0.05$ in Figure 16(b), respectively. A comparison of Figures 16 and 8(a) shows that the presence of the additional harmonics does not change the frequency response significantly for frequencies above $\Omega = 0.8$. However, at the lower frequencies, the second and third superharmonic resonances are excited and the peak amplitudes are of the same order of magnitude as the one associated with the primary resonance. Note that the addition of the third harmonic excitation does not change the response above $\Omega = 0.40$. However this, may not be the case for lightly loaded situations, where significant dynamic interactions may be anticipated.

5. CONCLUDING REMARKS

This paper has adapted a parametric continuation scheme, based on the shooting method, specifically to analyze the dynamics of a piecewise non-linear system. It represents a fundamental attempt at clarifying the effect of various system or excitation parameters.
Figure 16. The frequency response of a heavily loaded oscillator with $\kappa = 0$ for multi-harmonic excitation (a) two harmonic excitation; (b) three harmonic excitation. ---, Stable; -- · -- ·, unstable (+1); -- -- --, unstable (−1) solutions.

on the steady state response of the system irrespective of the nature of the non-linearity. We believe that we have developed a systematic way to find parameter regimes in which jump phenomena, subharmonic and chaotic solutions can occur, which was not previously possible using some of the other available techniques in the literature. This is the most significant contribution of this paper. Guidelines for the effective use of this method have been provided. Although only single-degree-of-freedom (SOF) systems have been illustrated, the technique works quite well for higher DOF models and can be modified for conducting optimization studies. However, the developed procedure has limitations in its application to non-linear systems of very large dimension, because of the tremendous increase in the total number of variational equations. The quasi-Newton schemes, which lead to a reduction in the size of the equations, do not approximate the Jacobian well enough to yield reasonably accurate estimates of the stability transitions [26]. Hence, there is a clear need to refine these methods to make them more suitable for studying large dimension systems. For instance, numerical difficulties arising due to the stiff nature of the governing equations need to be resolved [31, 32]. Future work is being directed towards such issues in the context of multi-degree-of-freedom piecewise non-linear systems subject to multi-harmonic excitations.
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APPENDIX A: LIST OF SYMBOLS

\[\begin{align*}
a & \quad \text{sinusoidal amplitude term for Duffing oscillator} \\
A & \quad \text{linear state matrix} \\
b & \quad \text{transition from first to second stage stiffness of the impact pair} \\
B & \quad \text{monodromy matrix} \\
C & \quad \text{viscous damping for the impact pair} \\
e & \quad \text{normalized excitation force on impact pair} \\
E & \quad \text{excitation force on the impact pair} \\
f & \quad \text{excitation amplitude for Duffing oscillator} \\
F & \quad \text{general force vector} \\
g & \quad \text{non-linear force function for the impact pair} \\
G & \quad \text{general non-linear function vector} \\
h & \quad \text{general non-linear force vector} \\
I_1 & \quad \text{first inertia of the impact pair} \\
I_2 & \quad \text{second inertia of the impact pair} \\
I & \quad \text{combined inertia term for the impact pair} \\
J & \quad \text{Jacobian matrix} \\
k & \quad \text{linear stiffness term for Duffing oscillator} \\
K & \quad \text{first stage stiffness of the impact pair} \\
K_1 & \quad \text{second stage stiffness of the impact pair} \\
M & \quad \text{number of excitation harmonics} \\
N & \quad \text{number of degrees of freedom of any system} \\
q & \quad \text{state vector} \\
s & \quad \text{arc length parameter} \\
T & \quad \text{external excitation vector} \\
x_i & \quad \text{displacements of impact pair; } i = 1, 2 \\
z & \quad \text{parameter} \\
z^* & \quad \text{parameter value at fixed point} \\
\beta & \quad \text{cubic stiffness coefficient for Duffing oscillator} \\
\delta & \quad \text{Kronecker delta} \\
\Phi & \quad \text{state vector magnitude at } t_0 \\
\kappa & \quad \text{ratio of the first and second stage stiffness for the impact pair} \\
\lambda & \quad \text{eigenvalue of monodromy matrix}
\end{align*}\]
\[ \theta \] homotopy parameter
\[ \mu \] derivative matrix of the state vector with respect to (w.r.t.) \( \eta \)
\[ \eta \] initial condition vector
\[ \eta^0 \] fixed point vector
\[ \tau \] time
\[ \tau_0 \] fundamental time period
\[ \omega_n \] normalizing frequency for impact pair
\[ \Omega \] fundamental excitation frequency
\[ \xi \] viscous damping coefficient for Duffing oscillator
\[ \Psi \] derivative vector of state vector w.r.t. parameter \( \alpha \)
\[ \zeta \] non-dimensional viscous damping coefficient of impact pair

**Subscripts**

- \( m \): mean
- \( p \): alternating components
- \( \text{amp} \): amplitude
- \( i, j, k \): vector or matrix indices

**Second order subscripts**

- \( i \): excitation harmonic index

**Superscripts**

- \( 1, 1^* \): corrector step in the continuation scheme
- \( k \): iteration step in Newton–Raphson scheme

**Symbols**

- \( \Delta \): correction or change in any parameter
- \( | \cdot | \): magnitude