ANALYTICAL SOLUTION FOR MODULATION SIDEBANDS ASSOCIATED WITH A CLASS OF MECHANICAL OSCILLATORS
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Sideband structures are a commonly observed phenomenon in measured vibro-acoustic signatures of many types of mechanical systems, and especially in rotating machinery. Such spectral information is often used for fault diagnostic applications as well as noise and vibration control studies. A new theory is developed that examines in a critical manner the commonly held belief that simple amplitude and frequency or phase modulation processes are responsible for generating such sidebands, and instead provides a more logical explanation. A class of viscosity damped mechanical oscillators is examined having spatially periodic stiffness and displacement excitation functions that are exponentially modulated by the instantaneous vibratory displacement of the inertial element. To this end, a new family of dual domain periodic differential equations is introduced which is shown to be more pertinent to the study of force modulation inherent to many mechanical systems, such as a gear pair. Analytical expressions are then derived to predict sideband amplitudes in terms of key system parameters. The harmonic balance method and direct time domain integration techniques are employed to study various subsets of the problem.

1. INTRODUCTION

Sideband structures are a commonly observed phenomenon in measured vibro-acoustic signatures of many types of mechanical systems and especially in rotating machinery [1–3]. A typical auto-power spectrum of, say, an acoustic pressure or a structural acceleration signal, may contain many low order and high order harmonic components along with complex sideband structures. Such spectral information is often used for noise and vibration control studies [2] as well as fault diagnostic applications [3]. Although the frequency of each harmonic is ultimately related to the kinematics of a mechanical linkage or mechanism, the amplitude characteristics usually result from complex dynamic acoustic processes. The intent of this paper is to unravel some of the unknown aspects associated with a class of mechanical oscillators that exhibit such spectral characteristics. A new theory is developed that examines in a critical manner the commonly held belief that simple amplitude and frequency or phase modulation processes are responsible for generating such sidebands [1, 3].

The genesis of this line of enquiry arises from the study of gear dynamics, in which sideband structures are especially germane to experimental diagnostic studies [1–3]. Based
on the unique problem of a single gear pair system, a simplified mathematical formulation emerges which could be extended to other physical systems. Accordingly, some of the terminology from the context of gear dynamics is retained for the sake of clarity in mathematical and physical interpretation [4].

Perhaps of more fundamental importance is the set of mathematical problems grouped under the family of ordinary linear differential equations having periodic, time-varying coefficients, such as the Hill or Mathieu equations [5]. Historically, these equations have been of interest because of their inherent applications to engineering and physical sciences. Most mathematical formulations assume a second order, homogeneous differential equation with sinusoidal or piecewise linear variations of the coefficients or system parameters. The independent variable is usually time \(t\) and typically only the initial value problem is solved, with an emphasis on the dynamic stability and parametric behavior of the system [5, 6]. The question naturally arises as to whether these equations are sufficiently well defined to describe the spectral characteristics discussed earlier. To this end, a new class of periodic differential equations is introduced, which is later shown to be more pertinent to the study of force modulation inherent to many mechanical systems. A second order inhomogeneous differential equation is written, where the coefficients and forcing function are assumed to be periodic in a spatial or angular variable \(\theta(t)\) rather than time. This spatial variable represents the instantaneous position of the inertia element or mass, which is assumed to have a uniform velocity under ideal conditions. However, vibratory deviations of the mass from its ideal uniform motion give rise to dynamic fluctuations in \(\theta(t)\) from its nominal value, thus producing a non-linear feedback effect. This gives rise to rather complex spectral characteristics in the steady state forced response; one of the objectives here is to demonstrate this.

2. PROBLEM FORMULATION

Consider the single-degree-of-freedom (SDF) oscillator shown in Figure 1, having a spatially periodic stiffness function \(k[\theta(t)] = k[\theta(t) + 2\pi]\). Of particular interest is the steady state forced response of this system when it is subjected to a time-invariant mean force \(F\) acting on the mass and a spatially periodic displacement excitation function \(e[\theta(t)] = e[\theta(t) + 2\pi]\) applied in line with the spring as shown. The governing equation of motion for this system is given by

\[
mx'' + cx' + k[\theta(t)]x(t) = F + k[\theta(t)]e[\theta(t)]
\]  

(1)

where the prime denotes differentiation with respect to \(t\). The system mass \(m\) and viscous damping coefficient \(c\) are both assumed to be time-invariant. In order better to describe certain types of force modulation phenomena, the stiffness and displacement excitation

\[\text{Figure 1. The physical system: a single-degree-of-freedom oscillator having spatially periodic stiffness } k[\theta(t)] \text{ and displacement excitation (error function) } e[\theta(t)] \text{ under mean applied load } F.\]
functions in equation (1) are intentionally defined in two distinct analysis domains: the time \((t)\) domain and the spatial \((\theta)\) domain. The angular variable \(\theta(t)\) is defined as

\[
\theta(t) = \Omega t + bx(t),
\]

where \(\Omega\) is a time-invariant mean angular velocity and \(b\) is a constant determined by the physical process under study. The second term in equation (2) represents a linear variation in \(\theta(t)\) with \(x(t)\). Hence, the stiffness and error functions are exponentially modulated by the instantaneous vibratory displacement of the mass. Under such circumstances, \(b\) represents the so-called angle modulation depth. For the special case in which \(b = 0\), equation (1) is linear with a periodic time-varying stiffness coefficient, and it represents a special class of the forced Hill’s equation which has been well studied in various forms \([5, 6]\). The governing equation is non-linear when \(b \neq 0\). The initial value \(\theta(t = 0)\) is assumed to be zero in the absence of angle modulation without any loss in generality.

While the right side (r.h.s.) of equation (1) could be replaced with a more general forcing function, it is left in the form given in order to facilitate an investigation of the interaction between the mean force, displacement excitation and stiffness variation which has practical significance to many mechanical system problems. Of particular interest are higher order harmonic components and sideband structures present in the spectra of steady state solutions of equation (1).

The stiffness function \(k[\theta(t)] > 0\) is assumed to be positive definite. Furthermore, \(k[\theta(t)] = k_0 + k_s[\theta(t)]\) is written as the sum of a time-invariant mean component \(k_0 = \langle k \rangle_0\) and a spatially periodic alternating component \(k_s[\theta(t)]\) with \(\langle k_s \rangle_0 = 0\). A dimensionless time variable \(\tau = \omega_n t\) is defined, where \(\omega_n = \sqrt{k_0/m}\) is the static natural frequency of the system. A dimensionless displacement excitation function \(\delta[\theta(t)]\) is defined such that \(e[\theta(t)] = E\delta[\theta(t)]\). Here \(E\) is some unit displacement amplitude, which is typically of the order of \(F/k_0\). Accordingly, the governing equation (1) can be written in terms of the dimensionless displacement co-ordinate \(\xi(t) = x(t)/E\)

\[
\ddot{\xi} + 2\zeta\dot{\xi} + \{1 + \omega_p[\theta(t)]\} \xi(t) = f + \{1 + \omega_p[\theta(t)]\} \delta[\theta(t)].
\]

Here, the dot denotes differentiation with respect to \(\tau\), \(\zeta = c/2\sqrt{k_0m}\) is the time-invariant system damping ratio, \(f = F/k_0E\) is the dimensionless mean load and \(\omega_p[\theta(t)] = k_s[\theta(t)]/k_0\), where \(\psi[\theta(t)] = \psi[\theta(t) + 2\pi]\) and \(\psi_{max} = 1\). Hence, \(\omega_p\) is the stiffness modulation index and furthermore, \(\omega_p < 1\) so that the dimensionless stiffness function remains positive definite. The angle parameter \(\theta(t)\) is now given by

\[
\theta(t) = \Omega\tau + \beta \xi(t),
\]

where \(\Lambda = \Omega/\omega_n\) is a dimensionless frequency ratio and \(\beta = bE\) is the dimensionless angle modulation depth.

The scope of this paper is the study of steady state forced response of equations (3) for a viscously damped system with \(\beta = 0\) and \(\beta \ll 1\). Parameters \(\omega_p\) and \(\Lambda\) are chosen such that parametric instability issues are not of concern. Consequently, dynamic stability issues are considered only briefly in section 4.1. Various subsets of equations (3) are solved by using both analytical (including the harmonic balance method) and computational approaches. The main emphasis is on the development of analytical expressions which relate sideband amplitudes to key system design parameters, given \(\beta = 0\). Since the scope of this enquiry is rather vast, the effect of angle modulation \((\beta \neq 0)\) is examined qualitatively in section 6.
The forced response of the dynamic system considered here is highly dependent upon the explicit forms of $c$ and $d$. Prior studies have shown that for the linear case ($\beta = 0$), the system behavior is more dependent upon the lower harmonic content of the periodic coefficient $c$ and less sensitive to its higher harmonics [5]. Furthermore, the simplest possible forms for $c$ and $d$ are desired which are capable of producing force modulation phenomena which may provide a key to understanding gear dynamics and gear noise. Of great practical interest is the case in which $c(Nu) = c(Nu)$ is a high or mesh frequency periodic function of $Nu$, with $N \gg 1$ being a large positive integer and $\delta(\theta)$ being a low or shaft frequency periodic function. For example, in a geared system, $c(Nu)$ arises from variations in the number of gear teeth in contact as a function of gear rotation angle $\theta$, $\delta(\theta)$ may represent eccentricity or roundness errors associated with a gear wheel and $\xi(\tau)$ represents the instantaneous relative displacement across the gear mesh interface [4]. Note that $c(Nu)$ has a pumping period of $2\pi/N$, being commensurate with the fundamental excitation period of $\delta(\theta)$ which is of course $2\pi$.

Since the pumping and excitation frequencies are commensurate, the steady state forced response must be periodic with fundamental frequency $A$ in the absence of any angle modulation ($\beta = 0$), provided that the system is asymptotically stable [7]. When angle modulation is considered with $\beta < 1$, the solution is assumed to remain periodic. In either case, one can readily observe that the steady state forced response will consist of two distinct frequency regimes as shown in Figure 2: (i) The shaft frequency regime and (ii) the mesh frequency regime, which are well separated provided that $N$ is sufficiently large and $\delta$ is adequately band limited. Accordingly, $\xi(\tau) = \xi_S(\tau) + \xi_M(\tau)$ can be written as the sum of a shaft frequency component $\xi_S$ and a mesh frequency component $\xi_M$. The spectral composition of $\xi_S$ is dictated primarily by that of $\delta$ and the angle modulation depth $\beta$. The spectral composition of $\xi_M$ is considerably more complicated. Even simple harmonic forms of $c(Nu)$ will generate higher order mesh harmonics in $\xi_M$. Furthermore, the product of $\xi_S(\tau)$ and $\psi(N\theta)$ will generate shaft order sidebands about the respective mesh harmonic components. For this reason, the $\xi_M$ is written as the sum $\xi_M(\tau) = \xi_S(\tau) + \xi_{SB}(\tau)$, where $\xi_S$ contains only the mesh frequency component and its harmonics, while $\xi_{SB}$ contains only sideband frequencies. Angle modulation will induce further harmonic distortion in $\xi_S$ and also contributes significantly to sideband structures given by $\xi_{SB}$.

![Figure 2. A typical steady state response spectrum illustrating two distinct (shaft and mesh) frequency regimes.](image-url)
In light of the above discussion, only two simple yet very practical harmonic forms for
\( \psi(N\theta) \) and \( \delta(\theta) \) are considered:

\[
\psi(N\theta) = \cos(N\theta), \quad \delta(\theta) = \Lambda_3 \cos(\theta + \phi_3),
\]

where \( \phi_3 \) is a phase angle and \( \Lambda_3 \) is a dimensionless displacement amplitude.

4. SOLUTION STRATEGIES

Defining the dimensionless state vector \( x(t) = [\xi(t), \zeta(t)]^T \), equations (3) are readily
\[ x(t) = A[\theta(t)]x(t) + f[\theta(t)], \]  

where \( A[\theta(t)] \) and \( f[\theta(t)] \) are the time-varying, spatially periodic matrix and forcing vector
given, respectively, by

\[
A[\theta(t)] = \begin{bmatrix} -2\zeta & -1 - z\psi[\theta(t)] \\ 1 & 0 \end{bmatrix}, \quad f[\theta(t)] = \{f + [1 + z\psi[\theta(t)]]\delta[\theta(t)]\}^T.
\]

Equation (6) is linear only when \( \beta = 0 \). Several methods are available for determining the
steady state forced response analytically for the linear case, provided that the system is
asymptotically stable. For instance, Struble [8] presents a variational method in which a
solution of the form \( \xi(t) = P(t) \cos[N\Lambda t + Q(t)] + \zeta_1 + \zeta_2 t + \cdots \) is assumed. Here
\( P(t) \) and \( Q(t) \) are unknown functions that are assumed to vary slowly in time compared
with frequency \( N \Lambda \). Substituting this assumed solution into equations (6) and collecting
terms to the first order yields a set of coupled non-linear differential equations which can
be solved for \( P(t) \) and \( Q(t) \). However, a general solution is not easily obtained. This
method has been employed by Miyasar and Barr [9] to determine the stability of a linear
oscillator having a parametric stiffness excitation with externally controlled sinusoidal
frequency variation. Another method is to use a harmonic balance type approach by
assuming a linear periodic solution and solving for the unknown Fourier coefficients
directly. This approach has been widely employed to determine the frequency response of
electrical \( N \)-networks with time-varying or switched parameter values [10–14]. Since the
exact solution contains an infinite number of harmonic terms [15], the approximate
solution must be truncated. Hsu and Cheng [7] have also presented an explicit expression
for the steady state response of equation (6), given \( \beta = 0 \) in terms of the fundamental
matrix of the homogeneous system, which must also be periodic. The existence of a closed
form solution in such cases is dictated by the expression for \( \psi(\theta) \). When \( \psi(N\theta) \) is a
sinusoidal function, the fundamental matrix can be expressed in terms of the well known
Mathieu functions [16], but only for specific values of \( z \). Otherwise, the fundamental matrix
must be evaluated numerically or by other approximate methods [5, 7].

When \( \beta \neq 0 \), equation (6) is non-linear and no closed form solutions are known to exist
regardless of the expression for \( \psi \). In such cases, equations (6) must be solved by using
numerical integration techniques or other approximate methods [8, 17]. However, for
\( \beta \ll 1 \), an approximate solution for \( x(t) \) may be obtained by linearizing equation (6) about
its static operating point \( x_0 = [0, \zeta_0]^T \), where \( \zeta_0 \) is the static solution to equation (3) given
\( A = 0 \). Here, it is assumed that \( x_0 \) does exist and, furthermore, that the solution \( x(t) \) is
continuous; both assumptions are valid as long as no separation takes place in the physical
system. Accordingly, the linearized state equation written in terms of the co-ordinate
vector \( x_c(t) = x(t) - x_0 \) is obtained by a Taylor series expansion and is given by

\[
x_c(t) = \hat{A}[\theta^*(t)]x_c(t) + f[\theta^*(t)].
\]
Here, $\tilde{A}[\theta^*(\tau)]$ is the linearized coefficient matrix that is periodic in the new spatial parameter $\theta^*(\tau) = A\tau + \beta \xi_0$ and is given by
\[
\tilde{A}[\theta^*(\tau)] = \begin{bmatrix}
-2\zeta & -1 - \alpha [\psi(\theta^*) + \psi'(\theta^*)\xi_0] + \psi(\theta^*)\delta'(\theta^*) + \psi'(\theta^*)\delta(\theta^*) + \delta'(\theta^*) \\
1 & 0
\end{bmatrix},
\]
(7b)
where
\[
\psi_i(\theta^*) = -N\beta \sin(N\theta^*), \quad \delta'(\theta^*) = -\beta A_5 \sin(\theta^* + \phi_3).
\]
(7c, d)

Hence, the static deflection of the system produces a phase shift of magnitude $\beta \xi_0$ in the spatially varying parameters. The angle modulation also gives rise to several additional parametric terms. The products $\psi \delta'$ and $\psi' \delta$ produce apparent stiffness terms at sideband frequencies $(N \pm 1)A$ and $\delta'$ gives rise to an apparent shaft frequency stiffness variation. The number of additional frequencies which must be considered in any analytical solution can become overwhelming when the spectral contents of $\delta$ and/or $\psi$ are expanded to include multiple shaft harmonics and/or additional mesh harmonic components.

The steady state solution to equations (7) will be periodic with fundamental frequency $A$ due to their linearity. However, as $\beta$ is increased, the exact governing equation (6) can become strongly non-linear and it may be possible to observe several non-linear phenomena such as period doubling bifurcations and aperiodic behavior [17]; such cases are clearly beyond the scope of this study. No closed form expressions for the fundamental matrix corresponding to either equations (6) or (7) exist for arbitrary values of $\beta$, given the assumed forms of $\psi$ and $\delta$. Furthermore, even though it is possible to compute the fundamental matrix numerically in such cases, this may not provide much physical insight. To this end, a modified harmonic balance approach is employed. Analytical solutions are then compared with numerical integration results whenever possible.

4.1. PARAMETRIC RESONANCE AND INSTABILITY

Since the fundamental frequency of $\psi(N\theta)$ is $NA$, unstable parametric resonance can occur whenever $A = 2N/k$, where $k$ is a positive integer [6]. This phenomenon is illustrated in the Strutt diagram shown in Figure 3, which defines regions of instability for $k \leq 3$ as a function of $\alpha$, $\zeta$ and $A/N$, given $\beta = 0$. This diagram was obtained by numerically solving for values of $\alpha$ which yield eigenvalues of the monodromy matrix having a modulus equal to unity for given $\zeta$ and $A/N$. The monodromy matrix $M = Z(2\pi/N/A)$ was determined in the usual manner [6] by solving the homogeneous matrix equation $\dot{Z}(\tau) = A(\tau)Z(\tau)$, given the initial condition $Z(0) = I_2$, where $I_2$ is the $2 \times 2$ identity matrix. For viscously damped systems having $\zeta \geq 0.05$ and $\alpha \leq 0.6$, the system can only exhibit $k = 1$ instability at frequencies $A/N$ greater than about 1.72. In Figure 4 are shown the regions of stable $k = 1$ parametric resonance as a function of $\alpha$ and $\zeta$, given $A = 2/N$. The boundaries shown in Figure 4 correspond to lines of constant amplitude for the $A = 1/N$ harmonic component of the normalized steady state forced response $\xi_{ss}(\tau)/f$ obtained by the direct time domain integration of equations (6), given $A_s = 0$. The system was considered to be unstable for $|\xi(jA)/f| \geq 10$. The lower bound corresponds to $|\xi(jA)/f| = 0.001$. The actual zone of stable parametric resonance is quite narrow and no parametric resonance corresponding to $k = 1$ occurs for $\zeta \geq 0.25$ regardless of $\alpha < 1$. In real life, the system response in these unstable regions will be dictated by non-linear effects which are not included in the governing equations given here. However, the focus of this study is on the steady state, non-resonant response, in which any such non-linear effects are typically insignificant.
When $\beta \neq 0$, the stability of the system can be inferred from equation (7) by examining the eigenvalues of the corresponding monodromy matrix $M = Z_{\mathbf{2}\pi/(N)}$, which is determined by solving $\dot{Z}(\tau) = \dot{\mathbf{A}}(\tau)Z(\tau)$ given the initial condition $Z(0) = I$. Given $N\beta \ll 1$ and $\Delta_s = 0$, the deviation from the stability regions shown in Figure 3 is insignificant. However, as either $\beta$ or $\Delta_s$ becomes large, the regions of instability can vary from those shown in Figure 3. One limiting case occurs when $\zeta_s$ is assumed to be zero and $\theta$ is exponentially modulated by a harmonic shaft frequency function of the form $\delta(\tau) = \Delta_s \cos(A\tau + \phi_s)$. Accordingly, the stiffness function $1 + \alpha\psi[\theta(\tau)]$ takes on the form $1 + \alpha\cos[N\Delta_s + N\beta\Delta_s \cos(A\tau + \phi_s)]$. This type of problem has been examined in a more general context by Miyasar and Barr [9]. They found that instability can also occur at frequencies $A/N = 2N/k(N \pm s)$ where $s = 0, 1, 2, \ldots$ is an integer shaft order index. The
region of instability for a given $\kappa$ becomes an agglomerate of several narrower regions, each associated with one of the above frequencies. The spacing of the individual regions of instability is dictated by the frequency separation ratios $N/(N \pm 1)$. However, for large values of $N$, the ratios $N/(N \pm 1)$ approach unity and the stability of the system approaches that shown in Figure 3, especially given small values of $N/\beta A$. 

The primary focus of this study is on the steady state response regions in which instability does not occur; such regions are typical of many real-life machines. Accordingly, the remainder of this study considers only values of $\alpha$ and $\zeta$ such that the oscillator is operating well outside the stability boundaries shown in Figure 4, given $A/N < 1.8$ or $A/N \gg 2$. The non-linear oscillator is also assumed to be stable given these conditions; numerical simulation confirms the validity of this assumption.

5. STEADY STATE SOLUTION IN THE ABSENCE OF ANGLE MODULATION ($\beta = 0$)

In this section the governing equation (3) is solved both analytically and numerically, given $\beta = 0$. Several parametric studies are conducted and simplified expressions for the amplitude of the first mesh order sideband pair are developed.

5.1. QUASI-STATIC ANALYSIS

Before proceeding with other exact solutions, a simpler approximate method is first employed to solve equation (3) when $\beta = 0$. This provides physical insight to the role of mean load and stiffness variation on the generation of higher order mesh harmonics. The governing equation can be written exactly in terms of an equivalent quasi-static loaded excitation function $\xi(f, \theta)$:

$$\ddot{\xi} + 2\zeta \dot{\xi} + \{1 + z\psi[\theta(\tau)]\} \dot{\xi}(\tau) = \{1 + z\psi[\theta(\tau)]\} \dot{\xi}[f, \theta(\tau)],$$

where $\xi(f, \theta)$ may be computed or measured under quasi-static conditions [4] as $A \to 0$ and is given by

$$\dot{\xi}(f, \theta) = \delta(\theta) + f/[1 + z\psi(\theta)].$$

The first term of equation (9) represents the original displacement excitation function, while the second term represents an additional displacement arising due to the stiffness variation and is directly proportional to the mean load $f$. A static compliance function is defined as $[1 + z\psi(N\theta)]^{-1}$ and is plotted versus $\theta$ in Figure 5, given $\psi(N\theta) = \cos(N\theta)$ and

![Figure 5](image.png)

Figure 5. The static compliance function $[1 + \alpha \cos(N\theta)]^{-1}$ vs. $\theta$, given $\alpha = 0.6.$
\[ a = 0.6 \]. This compliance function is an even function that is periodic in \( N(\theta) \) and can therefore be expressed in terms of the Fourier series

\[
[1 + a \cos (N\theta)]^{-1} = \sum_{n=0}^{\infty} a_n \cos (nN\theta),
\]

where \( n \) is the mesh harmonic index and Fourier coefficients \( a_n \) are given by

\[
a_0 = \frac{1}{\sqrt{1 - a^2}}, \quad n = 0; \quad a_n = \frac{2(\sqrt{1 - a^2} - 1)}{a^n \sqrt{1 - a^2}}, \quad n \geq 1
\]

The magnitudes of the first five Fourier coefficients \( a_0 - a_4 \) are plotted in Figure 6 as a function of stiffness variation \( a \). This simple harmonic stiffness function generates higher order mesh harmonic content in \( \xi(f, \theta) \), having substantial amplitude for non-zero \( f \) when even modest values of \( a \) are considered. The mean value of the compliance function also varies with \( a \). However, no sidebands are present in the spectrum of \( \xi(f, \theta) \). Hence, \textit{displacement sidebands must arise only under dynamic conditions when} \( A \neq 0 \), given \( \beta = 0 \).

One obvious simplification of equation (8) is to replace the stiffness term by its spatially averaged mean value to obtain the approximate governing equation

\[
\ddot{\xi} + 2\zeta \dot{\xi} + \xi(t) = \xi(f, \theta(t)),
\]

which is linear with time invariant (LTI) coefficients only if angle modulation is ignored. The effect of stiffness variation on the system natural frequency is completely neglected in equation (11) and is included implicitly only in \( \dot{\xi} \), which is assumed to be available from an independent quasi-static analysis of the oscillator. Equation (11) is particularly convenient when modelling physical systems in which \( \dot{\xi} \) can be measured directly. Given the assumed forms of \( \phi \) and \( \delta \), the steady state solution \( \dot{\xi}_s \) to equation (11) is easily written as

\[
\dot{\xi}_s(t) = f/\sqrt{1 - a^2} + A_M \cos (A\tau + \varphi_s) + fM_s(1 - 1/\sqrt{1 - a^2}) \cos (NA\tau + \varphi_N) \\
+ f \sum_{n=1}^{\infty} a_n M_N \cos (nNA\tau + \varphi_N),
\]

Figure 6. The Fourier amplitudes of the static compliance function \([1 + a \cos (N\theta)]^{-1}\) vs. the mesh stiffness variation \( a \). -----, \( a_0 \); ... , \( a_1 \); ... , \( a_2 \); ... , \( a_3 \); ... , \( a_4 \).
where \( M_i \) and \( \varphi_i \) are amplitude and phase correction factors respectively, given by

\[
M_i = \left[ 1 - (iA)^2 + 4\zeta^2(iA)^2 \right]^{-1/2}, \quad \varphi_i = \tan^{-1}\left( \frac{2\zeta(iA)}{1 - (iA)^2} \right).
\]

A typical forced response spectrum showing the normalized peak to peak amplitude of \( \xi_s(\tau)/f \) versus mesh frequency ratio \( A/N \) is shown in Figure 7, given \( A_s = 0, \ z = 0.4 \) and \( \zeta = 0.10 \). Also shown in Figure 7 is the corresponding exact solution obtained by numerical integration of equation (6). Note that the LTI formulation (11) cannot predict the peak at \( A/N = 2 \) which arises due to a stable \( \kappa = 1 \) parametric resonance. Another effect of the stiffness variation is to decrease the apparent natural frequency of the system from its static value of unity. In order to improve the accuracy of the approximate LTI solution, \( \omega_n \) is replaced by an effective value which is related to the static mesh compliance and is given by \( \omega_{neff} = (1 - \alpha^2)^{0.25} \). A corrected forced response curve is also shown in Figure 7, which agrees more closely with the exact response for \( A/N \approx 0.96 \), excluding the \( \kappa = 1 \) parametric resonance at \( A/N = 2 \).

In the mesh frequency regime \( A \ll 1, \xi_s \) is not affected by \( \alpha \) provided that \( N \gg 1/(1 - \alpha) \) such that \( A \) remains well below the lower limit of the instantaneous natural frequency \( 1 - \alpha \). Furthermore, \( \xi_s \) is relatively unaffected by the mesh frequency stiffness variation when the oscillator is operating in the shaft frequency regime \( A/N \gg 1 \), provided that \( N \) is sufficiently large. This is attributed to averaging effects which occur when the separation between shaft and mesh frequency is large.

The advantage of this approximate LTI solution technique is that it can predict with very reasonable accuracy \( \xi_s \) in the appropriate frequency regimes, as well as the peak-to-peak amplitude of \( \xi_s \), with minimal effort. However, the method is incapable of predicting sidebands in the displacement spectrum and the accuracy of individual mesh order amplitudes of \( \xi_N \) is relatively poor, as shown later.

5.2. SOLUTION IN THE ABSENCE OF ANGLE MODULATION BY HARMONIC BALANCE

In order to obtain a more accurate closed form expression for the steady state forced response which includes the prediction of modulation sidebands, we employ a modified
harmonic balance approach [17]. The following expression for $\xi_m(\tau)$ is assumed:

$$
\xi_m(\tau) = \sum_{m=0}^{\infty} A_m \cos (m\Lambda \tau + \gamma_m). \tag{13}
$$

Substituting the above expression into equation (3) and collecting even and odd terms of like frequency produces two independent systems of algebraic equations which yield $A_m$ and $\gamma_m$ when solved. At this point it is instructive to construct the frequency map given in Table 1, which describes the interactions between the various harmonic terms as excited by the assumed forcing functions given $\beta = 0$. Observe that in the absence of angle modulation, the shaft frequency component and sidebands are independent of the mean value and mesh harmonic amplitudes. This makes it possible to perform the respective analyses separately. Letting $a_m = A_m \cos \gamma_m$ and $b_m = A_m \sin \gamma_m$, two independent systems of linear algebraic equations are obtained for shaft–sideband and mesh frequency regimes:

$$
\begin{bmatrix}
1 - (NA)^2 & \frac{1}{2}x & -2\zeta(NA) & \frac{1}{2}x \\
-2\zeta(NA) & (NA)^2 - 1 & 0 & -\frac{1}{2}x \\
\frac{1}{2}x & 0 & 1 - (2NA)^2 & -2\zeta(2NA) \\
-\frac{1}{2}x & -2\zeta(2NA) & (2NA)^2 - 1 & \frac{1}{2}x \\
\frac{1}{2}x & 0 & \cdot & \cdot \\
-\frac{1}{2}x & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \frac{1}{2}x \\
\cdot & \cdot & \cdot & 0 \\
\cdot & 1 - [(m - 1)NA]^2 & -2\zeta(m - 1)NA & \frac{1}{2}x
\end{bmatrix}
$$

Equation 14 continued overleaf
\[
\begin{pmatrix}
\frac{1}{2}x \\
-2\zeta(m - 1)NA & \frac{1}{2}x \\
[(m - 1)NA]^2 - 1 & 0 & -\frac{1}{2}x \\
0 & 1 - (mNA)^2 & -2\zeta mNA & \frac{1}{2}x \\
-\frac{1}{2}x & -2\zeta mNA & (mNA)^2 - 1 & 0 & -\frac{1}{2}x \\
\frac{1}{2}x & 0 & 1 - [(m + 1)NA]^2 & -2\zeta (m + 1)NA \\
-\frac{1}{2}x & -2\zeta (m + 1)NA & [(m + 1)NA]^2 - 1 & 0 \\
\frac{1}{2}x & 0 & \ldots & \ldots \\
-\frac{1}{2}x & 0 & \ldots & \ldots 
\end{pmatrix}
\]

\[
\begin{pmatrix}
a_N \\
b_N \\
a_{2N} \\
b_{2N} \\
\vdots \\
\vdots \\
a_{(m - 1)N} \\
b_{(m - 1)N} \\
a_mN \\
b_mN \\
a_{(m + 1)N} \\
b_{(m + 1)N} \\
\vdots \\
\vdots 
\end{pmatrix}
= \begin{pmatrix}
-fx \\
0 \\
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
0 \\
0 \\
0 \\
\vdots \\
\vdots 
\end{pmatrix},
\]

(14)
MODULATION SIDEBANDS

\[
\begin{bmatrix}
1 - A^2 & -2\zeta A & \frac{1}{2}x & 0 & \frac{1}{2}x & 0 \\
-2\zeta A & A^2 - 1 & 0 & \frac{1}{2}x & 0 & -\frac{1}{2}x \\
\frac{1}{2}x & 0 & 1 - [(N - 1)A]^2 & -2\zeta (N - 1)A & 0 & 0 \\
0 & \frac{1}{2}x & -2\zeta (N - 1)A & [(N - 1)A]^2 - 1 & 0 & 0 \\
\frac{1}{2}x & 0 & 0 & 0 & 1 - [(N + 1)A]^2 & -2\zeta (N + 1)A \\
0 & -\frac{1}{2}x & 0 & 0 & -2\zeta (N + 1)A & [(N + 1)A]^2 - 1 \\
\frac{1}{2}x & 0 & 0 & 0 & \frac{1}{2}x & 0 \\
-\frac{1}{2}x & 0 & 0 & 0 & \frac{1}{2}x & -\frac{1}{2}x \\
\frac{1}{2}x & 0 & -\frac{1}{2}x & 0 & \frac{1}{2}x & 0 \\
0 & 0 & 0 & 0 & \frac{1}{2}x & 0 \\
0 & 0 & 0 & 0 & \frac{1}{2}x & 0 \\
-\frac{1}{2}x & 0 & 0 & 0 & \frac{1}{2}x & 0 \\
\frac{1}{2}x & 0 & 0 & 0 & -\frac{1}{2}x & 0 \\
-\frac{1}{2}x & 0 & 0 & 0 & -\frac{1}{2}x & 0 \\
\end{bmatrix}
\]

Equation 15 continued overleaf.
Each system of equations is governed by a narrow-banded symmetric coefficient matrix and consists of an infinite number of equations which must be truncated before obtaining a solution. The Fourier amplitudes and phase angles are given by \[ A_m = \sqrt{a_m^2 + b_m^2} \] and \[ \gamma_m = \tan^{-1} \left( \frac{b_m}{a_m} \right), \] respectively.

5.3. MESH ORDER SOLUTION BY USING HARMONIC BALANCE

The mesh harmonic amplitudes \( A_{nN} \) of \( \xi_{SS} \) are obtained by solving a truncated system of equations (14). These mesh harmonic amplitudes are normalized with respect to the mean force \( f \) and are thus dependent solely upon the values of \( z \) and \( A \). In Figures 8(a) and (b) it is shown that \( A_N/f \) and \( A_{2N}/f \) converge rapidly to their exact values as the number of equations is increased beyond \( m = n \). The exact values of \( A_N/f \) and \( A_{2N}/f \) were determined from numerical integration of equation (6), given \( z = 0.4 \) and \( \zeta = 0.1 \).

Sufficient accuracy is nearly always achieved by letting \( m = n + 1 \) when solving for \( A_{nN} \). Further analysis reveals that \( A_{(n+1)N} \ll A_{nN} \) for \( n \geq 2 \). Hence, higher order mesh harmonics corresponding to large \( n \), if desired, may be determined by using successive iteration techniques. Numerical bounds on truncation error associated with systems of this type can also be determined [15]. Also shown in Figure 8 are the corresponding harmonic amplitudes obtained from the approximate LTI solution given by equation (11) using \( \omega_{neff} \).

The LTI solution is inadequate for most cases, especially for higher order mesh harmonics with \( n \geq 2 \). Equation (14) presents an extremely efficient method to compute the exact mesh harmonic response of equation (3) in a fraction of the time required by the direct numerical integration method. The mean value \( A_0 \) is obtained directly, once \( A_N \) and \( \gamma_N \) are known, by

\[ A_0 = f - \frac{1}{2} z A_N \cos \gamma_N. \]
Figure 8. The convergence of the normalized mesh harmonic amplitudes $A_n/f$ obtained by solving equation (15) with $m = n$ (---) and $m = n + 1$ (----) to the exact value (-- ---), given $A_s = 0$, $\alpha = 0.4$ and $\zeta = 0.1$. (a) $n = 1$; (b) $n = 2$. --- · · · ·, the corresponding LTI solution.

Also of interest is the total harmonic distortion (THD) defined as

$$THD = \sqrt{\sum_{n=2}^{\infty} A_{2n}^2 / \sum_{n=1}^{\infty} A_{2n}^2},$$

which serves as an indicator to the significance of higher order mesh harmonic terms given $n \geq 2$. The dependence of THD on $\alpha$ in the mesh frequency regime is shown in Figures 9(a) and (b), given $\zeta = 0.1$ and $\zeta = 0.5$, respectively. Note that the THD increases with $\alpha$, especially in the frequency range $\Lambda/N < 1$, and is independent of $f$. THD is not defined for $\alpha = 0$.

5.4. SHAFT–SIDEBAND ORDER HARMONIC BALANCE SITUATION

The shaft and sideband Fourier coefficients of $\xi_{s,n}$ are similarly obtained by solving a truncated system of equations (15). Here again, convergence is quite rapid for lower order sideband amplitudes. Numerical investigation of equation (15) reveals that the mesh order stiffness variation has no significant effect on the shaft frequency response regardless of $A_s$, and in all cases $A_{n+1} \ll A_1$ regardless of the mesh order index $n$. Accordingly, the shaft frequency response $\xi_s$ can be determined by a straightforward LTI analysis with no appreciable loss in accuracy; i.e., $A_1 \cong A_s M_1$ and $\gamma_1 \cong \phi_1$, where $M_1$ and $\phi_1$ are given by
equations (12a) and (12b), respectively. Further analysis shows that $A_{N+1} \ll A_{N-1}$ for $n \geq 2$ over the entire frequency range, except in some cases near $A/N = 1/n$ when $\zeta$ is very small. In accordance with these assumptions, an approximate solution for the first mesh order sideband pair is obtained by solving equation (15), given $n = 1$:

$$A_{N\pm 1} \cong \frac{a_{20}}{2} A_{1} M_{N\pm 1} M_{1} \sqrt{1 + M_{1}^{-2} - 2 M_{1}^{-1} \cos \theta_{1}}.$$  

The above expression provides a reasonably accurate approximation of $A_{N+1}$ over the entire frequency range. However, when $A \ll 1$, $M_{1} \rightarrow 1$ and $\cos \theta_{1} \equiv 1 - 0.5[2\zeta A / (1 - A^{2})]^2$. Accordingly, an even simpler approximation is obtained:

$$A_{N\pm 1} \cong a_{20} \left( \frac{\zeta A}{1 - A} \right) M_{N\pm 1}, \quad A \ll 1,$$

which is valid only in the mesh frequency regime. Several observations are made from equations (18) and (19). First, sideband amplitudes are independent of phase angle $\phi_{S}$ but, rather, are dictated by the phase correction of the shaft frequency component given by $\phi_{1}$. 

Figure 9. THD versus $a$ in the mesh frequency regime, given $A_{S} = 0$. ---, $a = 0.2$; ---, $a = 0.4$; ---, $a = 0.6$; ---, $a = 0.8$. (a) $\zeta = 0.1$; (b) $\zeta = 0.5$. 
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Figure 10. The dependence of normalized sideband amplitudes $A_{N \pm 1}/\Delta s$ on $\zeta$ in the mesh frequency regime, given $x = 0.4$ and $N = 50$; $A_{N \pm 1}/\Delta s$ (----) and $A_{N \pm 1}/\Delta s$ (-----), given $\zeta = 0.1$; $A_{N \pm 1}/\Delta s$ (------) and $A_{N \pm 1}/\Delta s$ (--------), given $\zeta = 0.5$. (a) $n = 1$; (b) $n = 2$.

Hence, sideband amplitudes in the mesh frequency regime in which $\Delta \ll 1$ are favored by a high damping ratio $\zeta$ which induces a larger phase correction at lower operating frequencies; this may be explained as the “broadening” of the resonance around $\Delta/N = 1$. This phenomenon is clearly illustrated in Figure 10(a), which shows $A_{N \pm 1}/\Delta s$, given $x = 0.4$ and $N = 50$ with $\zeta = 0.1$ and $\zeta = 0.5$ over the mesh range $0 \leq \Delta/N \leq 1.8$. Higher mesh order sideband amplitudes behave in a similar fashion, as shown in Figure 10(b) for $A_{2N \pm 1}/\Delta s$. These values were obtained by solving equations (15) given $m = 5$, with no significant difference between the corresponding exact solutions obtained by numerical integration. Note the asymmetric in upper and lower sideband pairs $A_{N \pm 1}$ which begins to occur near $\Delta/N = 1/n$. It also follows from equations (18) and (19) that sideband amplitudes in the mesh frequency regime will also favor smaller $N$. This phenomenon is illustrated in Figure 11, which shows the upper mesh order sideband amplitude $A_{N \pm 1}/\Delta s$ versus $\Delta/N$, given $x = 0.4$ and $\zeta = 0.1$ with $N = 10, 50$ and 100. Similar trends are observed for higher mesh order sidebands. The accuracy of the approximate solution given by
Figure 11. The dependence of the normalized upper sideband amplitude $A_{n+1}/A_S$ on $N$ in the mesh frequency regime, given $\alpha = 0.4$ and $\zeta = 0.1$: $N = 10$, $N = 50$, $N = 100$.

Equation (19) is compared with the exact solution over the mesh frequency regime $0 \leq A/N \leq 1.8$ in Figure 12, which shows $A_{n+1}/A_S$ vs. $A/N$ given $\alpha = 0.4$, $\zeta = 0.1$ and $N = 50$. Indeed, equation (19) provides a useful tool to estimate sideband amplitudes.

In the limiting case $A = 1$, equation (18) reduces to

$$A_{n+1} \approx \frac{\alpha A_S}{2(N \pm 1)^2} \sqrt{1 + 4\zeta^2}, \quad A \approx 1. \tag{20}$$

Hence, given a large value of $N$, mesh order displacement sidebands in the shaft frequency regime are relatively small compared to their corresponding values in the mesh frequency regime. This is illustrated in Figure 13, which shows $A_{n+1}/A_S$ over the shaft frequency range given $\alpha = 0.4$ and $N = 50$ with $\zeta = 0.1$ and $\zeta = 0.5$. Relative maxima at $A \approx 1$ occur.

Figure 12. A comparison of the approximate upper sideband solution $A_{n+1}/A_S$ (---) given by equation (19) with its exact value (-----) in the mesh frequency regime, given $\alpha = 0.4$, $\zeta = 0.1$ and $N = 50$. 
Figure 13. The dependence of the normalized sideband amplitudes $A_{N+1}/A_0$ on $\zeta$ in the shaft frequency regime, given $x = 0.4$ and $N = 50$; $A_{N+1}$ (---) and $A_{N-1}$ (-----), given $\zeta = 0.1$; $A_{N+1}$ (---) and $A_{N-1}$ (-----), given $\zeta = 0.5$.

only for the mesh order sideband pair given small $\zeta$. Higher mesh order sidebands are of negligible amplitude in this frequency range.

5.5. SIDEBAND AMPLITUDE RATIOS

In order to determine whether the amplitude of displacement sidebands is comparable to that of the mesh harmonics, a sideband amplitude ratio (SBAR) is defined as

$$SBAR = \sqrt{\sum_{n=1}^{\infty} \left( A_{N,n-1}^2 + A_{n,N+1}^2 \right) / \sum_{n=1}^{\infty} A_{n,N}^2},$$

which can be normalized with respect to $A_0/f$. $SBAR$ is found to vary linearly with mesh frequency ratio $A/N$, except for a slight deviation near $A/N = 1$ for small $\zeta$, as illustrated in Figure 14, which shows $SBAR(f/A_0)$ versus $A/N$, given $x = 0.4$ and $N = 50$ with $\zeta = 0.05, 0.1$ and 0.5. Furthermore, $SBAR$ is directly proportional to $\zeta/N$ and is completely

Figure 14. $SBAR$ versus $A/N$, given $x = 0.4$ and $N = 50$. ---, $\zeta = 0.05$; ----, $\zeta = 0.1$; -----, $\zeta = 0.5$. 
independent of \( z \). An approximate expression for \( SBAR \), valid only for \( N \gg 1 \) and \( z > 0 \), is given by

\[
SBAR \approx \frac{\sqrt{2} \zeta}{N} \left( \frac{A_s}{f} \right) (A/N), \quad N \gg 1, \quad z > 0.
\] (22)

\( SBAR \) is not defined for \( z = 0 \). Equation (22) is found to deviate from the exact value of \( SBAR \) only near \( A/N = 1 \) for very small values of \( \zeta \). Typically, \( 0 < A_s \ll 10^4 \) and \( 0 < f \ll 10 \) for most geared systems. Hence, \( 0 < A_s/f \ll 10^3 \) and, indeed, sideband amplitudes may be of comparable magnitude to the amplitudes of their respective mesh harmonic components. Equation (22) is very useful to determine when sideband components should be included in the calculation of diagnostic and noise perception indices [2].

6. STEADY STATE SOLUTION IN THE PRESENCE OF ANGLE MODULATION (\( \beta \neq 0 \))

The theory presented in section 5 is capable of predicting only single sideband pairs about harmonics of the meshing frequency due entirely to mesh order stiffness variation and shaft order displacement. However, higher order sidebands having frequencies \((nM \pm s)A\), where \( n \) is a mesh order index and \( s \) a shaft order index, are commonly observed in measured vibro-acoustic spectra of many mechanical systems [1–3]. Higher order sidebands \( s > 1 \) can be predicted given \( \beta = 0 \) by considering \( \delta \) to be a periodic function having spectral content to at least order \( s \). Indeed, higher order shaft harmonics in \( \zeta_s \) are usually observed in spectra exhibiting multiple sideband structures; especially in geared systems. However, in many cases the gear wheel typically does not exhibit any low frequency runout or index errors of order \( s > 1 \). Another limitation to the theory given \( \beta = 0 \) is the inability to predict highly asymmetric sideband structures. It is not uncommon to observe differences between corresponding upper and lower sidebands of varying orders of magnitude in measured machinery spectra [1, 3]. However, only relatively small asymmetry can be predicted, given \( \beta = 0 \). Hence, an alternative explanation is required and the theory is extended accordingly. To this end, angle modulation is introduced via the parameter \( \beta = bE \). For example, in a geared system, \( b \) corresponds to the reciprocal of the base radius and \( E \) is the unit excitation amplitude along the line of action. Typically \( 10^{-3} \ll \beta \ll 10^{-3} \) in a geared system.

6.1. SOLUTION DIFFICULTIES

Recall that when \( \beta = 0 \), \( \xi_s(\tau) + \xi_{ss}(\tau) \) is independent of \( \zeta_s(\tau) \), and it is possible to solve for the mesh and shaft–sideband response independently. Unfortunately, this is not the case, given \( \beta \neq 0 \), due to strong harmonic interactions which may exist between shaft, mesh and sideband terms depending on the values of \( N \), \( \beta \) and \( A_s \). However, given \( N\beta \ll 1 \) and \( A_s \beta \ll 1 \), the governing equation (3) can be linearized to yield the state space form given by equations (7), which are sufficiently accurate to model the system behavior given these conditions. The harmonic balance method can be employed to obtain a steady state solution to equation (7), although the system of equations is considerably more complicated. This is evident from Table 2, which illustrates the harmonic interactions given \( \beta \ll 1 \).

6.2. SOLUTION GIVEN \( A_s = 0 \)

In the case in which \( A_s = 0 \) and \( N\beta \ll 1 \), the \( A_{nN} \) are easily determined by using equations (14) and substituting \( a_{eff} \), given by

\[
a_{eff} = a\sqrt{1 + (N\beta f)^2/(1 - a^2)}
\] (23)
in lieu of \( \alpha \). Hence the effect of small \( \beta \) on the steady state response, given \( A_s = 0 \), is to increase the effective mesh stiffness variation. Of course, the phase must also be adjusted accordingly. Note that \( \alpha_{\text{eff}} \) is dependent on the mean force \( f \) in addition to \( \alpha \) and \( N\beta \).  

6.3. PARAMETRIC STUDY: THE EFFECT OF \( A_s \) AND \( \beta \)  
The steady state response of equation (6), given \( A_s \neq 0 \) and \( \beta \neq 0 \), is considerably more complex than that corresponding to \( \beta = 0 \). No attempt is made here to present an exhaustive study on the effects of angle modulation and a rigorous mathematical treatment of dual domain problems is left for future investigations. Rather, this study is intended only to illustrate the importance of \( \beta \neq 0 \) and to determine the feasibility of using this new theory is a plausible explanation for observed phenomena. Furthermore, only solutions in the mesh frequency regime are considered. In Figure 15 are shown nine discrete Fourier spectra of \( \xi_{ss}(\tau)/f \), given \( N = 50, \alpha = 0.4, \zeta = 0.1 \) and \( A/N = 0.8 \) with \( A_s/f = 1, 10 \) and \( 100 \) and \( \beta = 0, 0.0001 \) and 0.001. The phase angle \( \phi_s \) was found not to have any significant effect on the spectral amplitudes and is therefore set equal to zero. The spectra were obtained by transforming steady state solutions of equation (6) from direct time-domain integration. The normalization here is possible only, given \( N\beta \ll 1 \) and \( \beta A_s \ll 1 \). An examination of Figures 15 reveals that the effect of \( \beta \) on the displacement spectra is indeed dramatic, even for the very small values of \( \beta \) considered. Increasing the product \( \beta A_s \) produces higher order shaft harmonics as well as higher order sideband pairs which may be highly asymmetric. The product \( \beta A_s \) has very little effect on lower order mesh harmonic amplitudes provided that \( nN\beta A_s \ll 1 \), where \( n \) is the index of the highest mesh harmonic amplitude of interest. The assumption \( \beta A_s \ll 1 \) is violated in Figure 15(i) and non-linear effects come into play. There is a large increase in both shaft harmonic and sideband activity, with sidebands having amplitudes equal to or exceeding their corresponding mesh harmonic amplitudes in some cases.

Further numerical investigation reveals that sideband asymmetry is largely a factor of \( A \) and \( \beta \). Sidebands also exist under quasi static conditions given \( \beta \neq 0 \). Most importantly, given \( nN\beta A_s \ll 1 \), \( \zeta_s \) is largely independent of \( \zeta_M \). However, \( \zeta_M \) is strongly dependent on \( \zeta_s \). Hence, there is a unique one-way dynamic coupling which exists between steady state solutions in the shaft and mesh frequency regimes. This suggests that for certain limiting cases it is possible to solve for \( \zeta_s \) independently of \( \zeta_M(\tau) \) and to then employ \( \zeta_s \) in a separate dynamic analysis in order to solve for \( \zeta_M \). This analysis methodology is being pursued by the authors in a companion study to determine analytical solutions for selected
Figure 15. The effect of $\beta$ on the steady state response spectra of $\xi_{ss}/f$, given $N = 50$, $\bar{z} = 0.4$, $\zeta = 0.1$ and $A = 0.8$. (a–c) $A_s/f = 1$; (d–f) $A_s/f = 10$; (g–i) $A_s/f = 100$. (a, d, g), $\beta = 0$; (b, e, h), $\beta = 0.0001$; (c, f, i), $\beta = 0.001$. 
sideband amplitudes for a class of linear oscillators having an exponentially modulated spatially periodic stiffness term.

7. PRIOR EXPLANATIONS FOR SIDEBANDS BASED ON COMMUNICATION THEORY

Before closing, it is necessary to comment on prior theory offered in an attempt to explain sideband phenomena such as that shown in Figure 15. Many investigators have employed concepts directly from electrical communications theory. In particular, combined amplitude modulation (AM) and frequency (FM) for phase modulation (PM) processes have been proposed as viable explanations for sideband phenomenon in geared systems [3]. Typically, a spatially periodic mesh frequency carrier function \[ x_c[N\theta(t)] \] is assumed in conjunction with two independent harmonic, time-varying, shaft frequency AM and FM or PM message functions \( x_{AM}(At) \) and \( x_{FM,PM}(At) \). These assumed expressions are combined in the usual fashion [3, 18] to obtain an overall expression for the steady state response \( x(t) \), which generally takes on a form similar to the expression given below for combined AM and PM:

\[
    x(t) = [1 + \alpha x_{AM}(At)] \cdot x_c\{N[At + \beta x_{PM}(At)]\}.
\]

Here, \( \alpha \) is an AM modulation index and \( \beta \) is a PM modulation depth. Typically, the AM message function is assumed to be free from any phase modulation effects. While such theory may provide qualitative understanding of various modulation processes and their resultant spectral composition, its effective use as an analysis tool to describe the spectra associated with many types of mechanical systems is limited to certain types of quasi-static PM phenomenon and certain types of AM and PM phenomenon due to external variations in \( A \) and \( f \) [19]. Both \( A \) and \( f \) are assumed to be time-invariant in the present study. Furthermore, conventional modulation theory is often not capable of predicting sidebands having amplitudes comparable to those predicted by using equation (3) when realistic values for \( \alpha \) and \( \beta \) are employed. While it is usually possible to decompose any measured spectra containing sidebands into an effective carrier and AM and PM message functions, these functions usually do not carry any physical significance. For these reasons, the authors have abandoned conventional communication theory in lieu of the new theory proposed in this study, which is believed to provide a more plausible explanation for sideband phenomena occurring in many types of mechanical systems.

8. CLOSURE

A class of viscously damped mechanical oscillators is examined having spatially periodic stiffness and displacement excitation functions that are exponentially modulated by the instantaneous vibratory displacement of the inertial element. To this end, a new class of periodic differential equations is introduced which is shown to be more pertinent to the study of force modulation inherent to many mechanical systems. New analytical expressions are derived to predict sideband amplitudes in terms of key system parameters for one limiting case when angle modulation is not present \((\beta = 0)\). Under such conditions, sidebands arise only under dynamic conditions and are most prominent in the mesh frequency regime near \( A/N \approx 1 \). When angle modulation is present \((\beta \neq 0)\), the spectral contents of the steady-state response are considerably more complex. Strong harmonic interactions can occur between shaft, mesh and sideband components.

Although an attempt is made here to study a generic problem with many potential applications to mechanical systems, the reader must realize that only limited information
can be obtained from a single model. Of more importance is the fundamental understanding of the various physical mechanisms which generate modulation sidebands. The new theory challenges the commonly held belief that simple amplitude and frequency or phase modulation processes are responsible for generating such sidebands and instead provides a more logical explanation for sidebands in terms of fundamental physical parameters. This is believed to be a new contribution to the body of knowledge in the general areas of vibration, acoustics and signal processing.
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