Estimation of interfacial forces in time domain for linear systems
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A B S T R A C T

A structural path rank ordering process under transient excitations requires a good knowledge of the interfacial path forces, which are difficult to directly measure. Four time domain methods to estimate the interfacial forces are proposed and comparatively evaluated with application to linear time-invariant, proportionally damped discrete systems. First, the transient response is derived by modal analysis and a direct time domain technique to calculate the interfacial forces is outlined. Next, the frequency domain estimation methods, based on the sub-system concept are reviewed, and an inverse Fourier transform scheme is introduced. An indirect method of estimating interfacial force in transient state is then developed through an inverse procedure of modal analysis. The sub-system approach is employed to obtain the interfacial forces based on the forced vibration response of the original system and modal data of the sub-system. Finally, an approximate time domain scheme is suggested that could be used only if the system properties are known or precisely estimated. Although the proposed indirect methods are designed for eventual experimental applications, this article provides numerical feasibility studies via a simple source–path–receiver system (with parallel vibration paths) that has five translational degrees of freedom. The proposed methods are compared under ideal impulse force excitation input and a periodic sawtooth load (without and with Gaussian noise) to observe the starting transients as well as subsequent motions and interfacial forces. Preliminary comparisons with a laboratory experiment are very promising.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

The knowledge of dynamic forces at sub-system interfaces or attachments is of interest from both scientific and practical perspectives [1–4]. The nature of in situ interfacial forces can be illustrated by a generic vibration problem of Fig. 1, which conceptually describes many real-life problems where multiple vibration transmission paths exist [4–6]. Here a vibration source transmits dynamic forces and motions to the receiver through three parallel structural paths; the receiver is assumed to be disconnected from other structures. In our system, interfacial forces are denoted by \( q_{ij}(t) \) in time \( (t) \) domain or by \( \tilde{Q}_{ij}(\omega) \) in frequency \( (\omega) \) domain, where the subscripts \( i \) and \( j \) refer to the adjoining sub-systems \( i \) and \( j \). In most practical cases, installation of the dynamic force transducer(s) is impractical (or very difficult). Moreover, a force transducer would alter the interfacial conditions anyway unless there is significant mobility mismatch over a particular frequency regime [7]. Therefore, indirect methods are necessary to estimate the interfacial forces. It is the chief goal of this article with focus on time domain forces \( q_{ij}(t) \).
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For the sake of simplicity, assume that in situ interfaces can be described by linear stiffness \( k_{ij} \) and viscous damping \( c_{ij} \) terms as illustrated in Fig. 2, which represents a discrete representation of Fig. 1. The interfacial forces can be directly calculated by the following:

\[
q_{ij}(t) = -k_{ij}(x_i(t) - x_j(t)) - c_{ij}(\dot{x}_i(t) - \dot{x}_j(t))
\]  

\[
\tilde{Q}_{ij}(\omega) = -(k_{ij} + j\omega c_{ij})(\tilde{x}_i(\omega) - \tilde{x}_j(\omega))
\]

where \( q_{ij}(t) \) and \( \tilde{Q}_{ij}(\omega) \) are the interfacial forces in time and frequency domains, respectively. The tilde denotes a complex value \( j = \sqrt{-1} \). The lower case symbols such as \( x_i(t) \) and \( x_j(t) \) are the displacements in time domain of the adjoining inertial elements; upper case symbols \( \tilde{x}_i(\omega), \tilde{x}_j(\omega) \) are complex-valued displacements in frequency domain and dots above the displacements represent time derivatives. Note that the relative motions of the adjoining structures and in-situ interfacial properties must be precisely known if Eq. (1a) were to be experimentally or computationally implemented (assuming a linear system of course). Now consider when the contact (interfacial) condition is very hard (i.e. \( k_{ij} \) is very high), the case where the estimated force could contain significant errors due to difficulties in measuring relative responses \( (x_i(t) - x_j(t), \dot{x}_i(t) - \dot{x}_j(t)) \). Very small differences in the displacements could induce a large error in the force. Further, in-situ stiffness and damping values are often unknown and thus implementation of Eq. (1a) is rather elusive in practical systems.
There is a significant body of literature on the frequency domain based transfer path analysis methods [1–6,8–12], where the interfacial forces are implicitly or explicitly estimated. For instance, several indirect frequency domain formulations have been established to estimate interfacial forces or moments in discrete systems [1–4]. These employ frequency response functions (FRFs) of the subsequent sub-system only at the driving points, assuming that the six-dimensional motions are somehow known (or measurable) at any location [1]. Experimental measurement burden could be significantly reduced provided that the interfacial forces are estimated only from the forced responses and FRFs at the driving point.

Although the transfer path analysis technique is well studied in the frequency domain, very few attempts have been made to formulate it for transient states in time domain [13]. A major difficulty in time domain is related to the convolution product whereas it corresponds to a simple product in frequency domain. Earlier time domain studies mostly focused on modal testing and parameter identification techniques [14–17]. Some recent studies have proposed system identification schemes in time domain that estimate stiffness and damping properties using measured accelerations [18–20]. A few researchers have also analyzed the deconvolution problem to indirectly estimate the unknown force excitations given the transient response data [21–25]. Transfer function based methods have been suggested to solve the inverse problem with an emphasis on the Tikhonov and truncated singular value decomposition regularization to overcome the ill-conditioned nature of the inverse problem. The L-curve and generalized cross-validation methods have been utilized to select the optimal regularization parameter. Yet, other approaches, such as the sum of weighted accelerations technique, and inverse filtering, have been proposed to solve the inverse problem [26–28]. The above mentioned force reconstruction methods, however, concentrate on the estimation of input force(s) and not on the constraint or interfacial forces. This paper outlines several methods to estimate the transient interfacial forces and proposes an alternative time domain approach to solve the inverse problem with an emphasis on interfacial forces.

2. Problem formulation

2.1. Scope and objectives

Consider a linear, time-invariant mechanical or structural system consisting of mass $\mathbf{M}$, proportional viscous damping $\mathbf{C}$ and stiffness $\mathbf{K}$ matrices of dimension $N$ (bold symbols indicate matrices or vectors):

$$\mathbf{M}\ddot{\mathbf{x}}(t) + \mathbf{C}\dot{\mathbf{x}}(t) + \mathbf{Kx}(t) = \mathbf{f}(t)$$

where $\mathbf{f}(t)$ is the external force vector and $\mathbf{x}(t)$ is the displacement response vector. Knowing the system response $\mathbf{x}(t)$ to either harmonic or transient excitation, interfacial forces ($q_i(t)$) could be indirectly estimated by utilizing the sub-system approach [1], which is based on the premise that the interfacial forces of a system are equivalent to the external forces acting on its sub-systems that are subsequent (downward) from the interfacial connections.

The force calculation methods in frequency domain estimate time-averaged solutions that correspond to the steady state responses in time domain [29,30]. For a linear time-invariant system with sufficient damping, the steady-state would be reached within a short time, and the time-averaged values (in frequency domain) could give the primary solution. However, when the system is lightly damped or being excited by a pure transient excitation, a time domain analysis is desirable and particularly useful from the application perspective, including the dynamic design of attachments and connection elements. For instance, an engine start-up, rotating machinery shut-down, impacts generated due to clearances (such as in gears) or an intermittent operation of an electro-mechanical actuator are some practical examples where significant transient or impulse-like forces are observed. Accordingly we establish the following objectives of this paper: 1. Formulate an indirect interfacial force estimation method under the transient state for a proportionally damped discrete system with arbitrary excitation using the inverse modal analysis. 2. Conduct feasibility studies of this method by comparing it with the direct time domain solution and the inverse frequency domain approach. 3. Conduct a laboratory experiment corresponding to Fig. 1 and validate the proposed method on a preliminary basis.

One difficulty in the direct or indirect force estimation method (in time domain) is related to the numerical evaluation of the convolution integral. We overcome this difficulty by assuming that the system is properly discretized by choosing representative response points. The evaluation (measurement) time is also discretized and this would transform the convolution integral into a summation over the relevant duration. Further, in order to formulate an indirect interfacial force estimation method based on the inverse modal analysis procedure, eigensolutions of the downward sub-system could be utilized in the formulation. The convolution integral (or a summation) must be inversely solved with a regression algorithm about the generalized force in modal domain.

2.2. Example case: 5-DOF source–path–receiver network with 6 interfaces

The example case for computational studies is a 5 degrees of freedom (DOF), source–path–receiver model (as shown in Fig. 2) although other source–path–receiver combinations can be analyzed as well [31,32]. This model captures the essence of the generic interface problem of Fig. 1. Here, the system consists of single degree of freedom source (subscript S) and receiver (subscript R) regimes. The interfaces are described by Voight-type viscoelastic elements (with in-situ stiffness and
damping); each interface is given by complex-valued stiffness $k_{ij} = k_{ij} + j\omega c_{ij}$ at frequency $\omega$. Paths between the interfaces are assumed to be rigid and given by masses $(m_1, m_2, m_3)$. Refer to Fig. 2 for all symbols. All stiffness elements are represented as a combination of an ideal spring and an associated ideal (viscous) damper with a proportionality constant $\alpha$ (i.e. $c_{ij} = 2k_{ij}$ or $C = 2K$). In time domain, the force excitation within the source regime is denoted by $f_s(t)$ and the resulting displacement of each mass is designated as $x_i(t)$ $(i = 5, 1, 2, 3, R)$. Only vertical motions are considered. The structural properties of this example are listed in Table 1(a).

For a proportionally damped system of dimension $N$, $Ku = \Omega^2 Mu$ is solved to obtain undamped natural frequencies $\Omega_r$ and generalized eigenvectors $u_r$ $(r = 1, \ldots, N)$ where $r$ is the modal index. The normal mode matrix $U = [u_1, \ldots, u_N]_{N \times N}$ is orthonormalized as $U^H M U = I$, $U^H k U = \text{diag}(\Omega^2)$ and $U^H C U = \text{diag}(2\zeta_r\Omega_r)$, where $I$ is the identity matrix, diag indicates a diagonal matrix and $\zeta_r$ are the modal damping ratios. See Table 1(b) for the eigenvalues $\Omega(r)$, orthonormalized eigenvectors ($u_r$) and $\zeta_r$ values for the 5-DOF system. System parameters of Table 1(a) are adjusted such that the natural frequencies are separated by at least 5 Hz. The dynamic compliance magnitude spectra $|\tilde{X}_i/F_3(\omega)|$ $(i = 1, 2, 3, R)$ are plotted in Fig. 3. Sharp peaks at the resonances show that the system is lightly damped as also evident from the low damping ratios reported in Table 1(b). The highest peak among the five resonances is at the first natural frequency, 5.6 Hz, where all masses participate. The second highest peak of the receiver is at the second natural frequency, 15.3 Hz, but this peak is not very significant for the paths. However, paths 2, 1 and 3 are most excited, respectively, at 23.4, 28.1 and 33.1 Hz.

Figs. 4(a) and (b) show the relevant 4-DOF sub-systems that would be utilized to estimate the interfacial forces on the source side ($q_{oA}(t)$, $i = 1, 2, 3$), and on the receiver side ($q_{rA}(t)$, $i = 1, 2, 3$), respectively, by the sub-system methods discussed in Sections 4–6. The same sub-systems are selected for either time or frequency domain methods. Any method that utilizes the sub-system approach (thus a force reconstruction) will be considered as an indirect method in the paper. Conversely, the force estimation from relative response calculations (by Eq. (1a–b) as discussed in the next section) will be considered as a direct method as this formulation does not require a sub-system concept to indirectly reconstruct the forces from absolute response measurements.

### 3. Transient response and estimation of interfacial forces by a direct time domain method (Method A)

For a proportionally damped system, the time domain response is expressed as a superposition of the normal modes since the modal matrix $U$ decouples the equations of motion:

$$x(t) = U \chi(t)$$

Here, $\chi(t)$ is the generalized coordinate (displacement). The external force in modal domain is also transformed as $U^H f(t) = A(t)$. For the $r$th mode $x_r(t) = \chi^r(t) + x_{r,\text{init}}(t)$ is expressed by the convolution integral plus initial condition terms (refer to Appendix A.1. for an analytical derivation):

$$x_r(t) = \frac{1}{\Omega_{rd}} \int_0^t A_1(\tau) e^{-\zeta_r\Omega_r(t-\tau)} \sin(\Omega_{rd}(t-\tau)) \, d\tau + A_1(t)x_{r,0}(0) + A_2(t)\dot{x}_{r,0}(0)$$

$$A_1(t) = e^{-\zeta_r\Omega_r t} \left( \cos \Omega_{rd} t + \frac{\zeta_r}{\sqrt{1-\zeta_r^2}} \sin \Omega_{rd} t \right)$$

$$A_2(t) = \frac{1}{\Omega_{rd}} e^{-\zeta_r\Omega_r t} \sin \Omega_{rd} t$$

### Table 1
Parameters and modal properties of the example case of Fig. 2. (a) System parameters. (b) Natural frequencies, orthonormalized eigenvectors and modal damping ratios.

<table>
<thead>
<tr>
<th>Mode index $r$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural frequency $\Omega_r$ (Hz)</td>
<td>5.60</td>
<td>15.3</td>
<td>23.4</td>
<td>28.1</td>
<td>33.1</td>
</tr>
<tr>
<td>Modal vectors $u_r$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_1$</td>
<td>0.1629</td>
<td>−0.1334</td>
<td>0.0366</td>
<td>−0.0318</td>
<td>−0.0575</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0.1361</td>
<td>0.0173</td>
<td>0.0801</td>
<td>−0.1507</td>
<td>0.4794</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0.1404</td>
<td>0.0245</td>
<td>−0.4180</td>
<td>0.0533</td>
<td>0.0458</td>
</tr>
<tr>
<td>$x_4$</td>
<td>0.1375</td>
<td>0.0192</td>
<td>0.1322</td>
<td>0.5658</td>
<td>0.1161</td>
</tr>
<tr>
<td>$x_5$</td>
<td>0.1006</td>
<td>0.1599</td>
<td>0.0342</td>
<td>−0.0278</td>
<td>−0.0488</td>
</tr>
<tr>
<td>Modal damping ratios $\zeta_r$</td>
<td>0.0035</td>
<td>0.0096</td>
<td>0.0147</td>
<td>0.0177</td>
<td>0.0208</td>
</tr>
</tbody>
</table>
Then, the transient response is given by Eqs. (3) and (4a). If both the interfacial properties ($k_{ij}$ and $c_{ij}$) and the transient motion response are known, the interfacial forces can be estimated by the direct method as given by Eq. (1a), where the differentiation (or integration) may numerically be executed as

$$
\dot{x}(t) \approx \frac{x(t_{i+1}) - x(t_i)}{t_{i+1} - t_i}; \quad x(t) = \int_{t_i}^{t_{i+1}} \dot{x}(t_i) \, dt \approx \frac{1}{2} (t_{i+1} - t_i)(\dot{x}(t_{i+1}) + \dot{x}(t_i))
$$

(5a-b)

We designate this calculation technique as “Method A” and consider it as a direct method as mentioned in Section 2.

---

**Fig. 3.** Dynamic compliance magnitude spectra at paths (1, 2, 3) and receiver (R) given uniform excitation $\tilde{F}_S(\omega)$ at the source. Key: (——) $\tilde{x}_1/F_S(\omega)$; (- - - - -) $\tilde{x}_2/F_S(\omega)$; (- - - - -) $\tilde{x}_3/F_S(\omega)$; and (-----) $\tilde{x}_R/F_S(\omega)$.

**Fig. 4.** Sub-systems utilized for indirect interfacial force estimation methods: (a) sub-system to determine the interfacial forces $q_0(t)$ and $\tilde{Q}_0(\omega)$ on the source (S) side and (b) sub-system to determine the forces $q_R(t)$ and $\tilde{Q}_R(\omega)$ on the receiver (R) side.
For discrete time events or measured data the evaluation (measurement) time is discretized as \( t = t_1, t_2, \ldots, t_q \) (s) such that \( t_1 = 0 \) and time resolution \( h = t_{i+1} - t_i \). For subsequent use, the convolution integral (Eq. (4a)) is now approximated by a summation that may be obtained by calculating each trapezoid area between each time interval. At \( t = t_d = (d - 1)h \), the integrand \( \mathcal{X}_{cl}^d \) in Eq. (4a) takes \( d \) values and the convolution integral may be calculated by a sum of \( (d - 2) \) trapezoid areas and one triangle area as described below (Appendix A.2. provides an analytical derivation):

\[
\begin{align*}
\tau &= 0 : A_r(0)e^{-(d-1)z_0}h \sin(d-1)\Omega_d h \equiv I_{d-1}^{(0)} \\
\tau &= h : A_r(h)e^{-(d-2)z_0}h \sin(d-2)\Omega_d h \equiv I_{d-1}^{(h)} \\
\tau &= 2h : A_r(2h)e^{-(d-3)z_0}h \sin(d-3)\Omega_d h \equiv I_{d-1}^{(2h)} \\
& \quad \vdots \\
\tau &= jh : A_r(jh)e^{-(d-1-j)z_0}h \sin(d-1-j)\Omega_d h \equiv I_{d-1}^{(jh)} \\
& \quad \vdots \\
\tau &= (d-1)h : A_r((d-1)h)e^0 \sin 0 = 0
\end{align*}
\]

Therefore, the convolution integral in \( \mathcal{X}_{cl}^d(t) \) is estimated by

\[
\mathcal{X}_{cl}^d(t_d) = \mathcal{X}_{cl}((d-1)h) = \frac{h}{2\Omega_d} \sum_{j=1}^{d-2} I_{d-1}^{(jh)} + \frac{h}{2\Omega_d} I_{d-1}^{(0)}
\]

Note that the difference in the integrand \( I \) depends on the end time of each interval. Also, observe that the convolution integral term \( \mathcal{X}_{cl}^d(t) \) does not include the initial conditions at \( t = t_1 = 0 \). When the initial conditions \( (x_0, \dot{x}_0) \) are known (or applicable), the initial term \( \mathcal{X}_{cl}^{initial}(t) \) in Eq. (4a) is easily estimated.

### 4. Frequency domain methods and inverse fast Fourier transform (Method B)

#### 4.1. Estimation of interfacial forces in frequency domain

Interfacial forces are next indirectly estimated in frequency domain based on the forced harmonic responses of the system and frequency response functions (FRFs) of sub-systems that are downward from the interfacial points. Note that even though an indirect, yet exact, formulation can be developed for analytical or computational work, some difficulties arise in implementing it in practice due to measurement restrictions [1].

Consider a harmonic excitation force \( f_i(t) \) at any mass \( m_i \) in Fig. 2. Under steady state, forces and resulting displacement responses are

\[
\begin{align*}
\{f_i(t)\} &= F_i \cos(\omega t + \phi_f) = \text{Re}[\hat{F}_i e^{j\omega t}] \\
\{x_i(t)\} &= X_i \cos(\omega t + \phi_{x_i}) = \text{Re}[\hat{X}_i e^{j\omega t}]
\end{align*}
\]

The complex-valued amplitudes \( \hat{F}_i = F_i e^{j\phi_f} \) and \( \hat{X}_i = X_i e^{j\phi_{x_i}} \) include phases \( (\phi_f, \phi_{x_i}) \). The ubiquitous \( e^{j\omega t} \) terms are omitted henceforth. The governing equations at \( \omega \) corresponding to Eq. (2) are

\[
[\hat{K}(\omega) - j\omega^2 M]\hat{X}(\omega) = \hat{F}(\omega)
\]

where \( \hat{K} \) is the complex stiffness \( \hat{K}(\omega) = K + j\omega C \), \( \hat{X}(\omega) = (\hat{X}_1, \ldots, \hat{X}_N)^T \) and \( \hat{F}(\omega) = (\hat{F}_1, \ldots, \hat{F}_N)^T \). If necessary, structural damping could be described as \( \hat{K} = K + j\omega C_{\text{structural}} \). The displacement responses of Eq. (9) may be solved either by matrix inversion or by modal analysis:

\[
\hat{X}(\omega) = \hat{Z}^{-1}(\omega)\hat{F}(\omega) = \hat{H}(\omega)\hat{F}(\omega), \quad \text{where} \quad \hat{Z}(\omega) = \hat{H}^{-1}(\omega) = \hat{K}(\omega) - j\omega^2 M
\]

\[
\hat{X}(\omega) = \sum_{r=1}^{N} \frac{u_r^T \hat{F}(\omega)}{\Omega_r^2 - \omega^2 + 2j\omega\gamma_r \Omega_r} u_r
\]

Eq. (10) could be used for either proportional or non-proportionally damped systems, but the matrix inversion process could involve computational issues, such as ill-conditioning (singularity) and intense calculation time. Thus, Eq. (11) is often preferred for proportionally damped systems. Since a periodic input can be decomposed into a sum of harmonic terms by Fourier series, Eqs. (10) and (11) are valid for periodic excitations as well.

The interfacial forces can be indirectly estimated using the sub-system concept. Define the dynamic compliances \( \hat{R}_{uv} = (\hat{X}_u \hat{F}_v(\omega)) \) of the sub-system, where \( u, v = 1, \ldots, g \). Here \( g \) is the dimension of the sub-system. Interfacial forces can
be determined at each \( \omega \) by inverting \( \tilde{H}(\omega) \) of the sub-system, together with the forced vibrations of the whole system:

\[
\begin{bmatrix}
\hat{F}_1(\omega) \\
\vdots \\
\hat{F}_g(\omega)
\end{bmatrix} = \begin{bmatrix}
\hat{H}_{1,1}(\omega) & \cdots & \hat{H}_{1,q}(\omega) \\
\vdots & \ddots & \vdots \\
\hat{H}_{g,1}(\omega) & \cdots & \hat{H}_{g,q}(\omega)
\end{bmatrix}^{-1}
\begin{bmatrix}
\hat{X}_1(\omega) \\
\vdots \\
\hat{X}_g(\omega)
\end{bmatrix}_{\text{sub-system}} \begin{bmatrix}
\hat{X}_1(\omega) \\
\vdots \\
\hat{X}_g(\omega)
\end{bmatrix}_{\text{whole system}}
\]

(12)

where \( \hat{F}_u(\omega) (u = 1, \ldots, g) \) are equivalent to the interfacial forces \( \hat{Q}_su(\omega) \) of the original system. Expanding Eq. (12) for the \( u \)th path and decomposing it into contributions from each path, interfacial forces for the \( u \)th path can also be found as

\[
\hat{Q}_u(\omega) = \hat{F}_u(\omega) = \sum \limits_{n} \hat{F}_u(X_n(\omega))_{\text{BBC}} X_s(\omega)
\]

(13)

where the summation about \( n \) is taken for the interfacial points and \( \hat{F}_s/X_s(\omega) \) are the dynamic stiffness terms of the sub-system with blocked boundary conditions (BBCs) [1,33,34]. The main advantage of Eq. (13) over Eq. (12) is that only driving-point FRFs are required by Eq. (13) when determining the interfacial forces. However, it is difficult to implement the blocked boundary conditions in experimental work. Hence, the matrix inversion method Eq. (12) is often employed although it requires additional calculations or measurements.

Alternatively, the pseudo-inverse method (given by superscript \(^+\)) may also be used to determine the interfacial forces [23–25]:

\[
\hat{F}(\omega) = (\hat{H}(\omega))^+ \hat{X}(\omega)
\]

\[
(\hat{H}(\omega))^+ = [(\hat{H}(\omega))^T(\hat{H}(\omega))]^{-1}(\hat{H}(\omega))^T
\]

(14a, b)

Observe that the indirect formulations (Eqs. (12)–(14)) are exact and equivalent to the direct formulation (Eq. (1b)). Refer to [1] for analytical details and some closed form solutions.

4.2. Estimation of interfacial forces by inverse Fourier transform (Method B)

One common practice to obtain the time domain response of a vibratory system is to employ the inverse fast Fourier transform (IFFT) given the frequency domain results [35]. For discrete-time data, sequence \( y(nh) \) in time domain is given by

\[
y(nh) = \Delta f \sum \limits_{k=0}^{N_p-1} \hat{Y}(k \Delta f) e^{i 2\pi kn/N_p}, \quad n = 0, 1, 2, \ldots, N_p-1
\]

(15)

where \( n \) is the sequence index, \( h \) the time resolution (s), \( \Delta f \) the frequency resolution (Hz), \( N_p \) the number of points and \( k \) the spectral index. The corresponding fast Fourier transform (FFT) is defined as follows:

\[
\hat{Y}(k \Delta f) = h \sum \limits_{k=0}^{N_p-1} y(nh) e^{-i 2\pi kn/N_p}, \quad k = 0, 1, 2, \ldots, N_p-1
\]

(16)

Now, consider an ideal periodic sawtooth input \( f_s(t) \) with a period of \( T = 0.1 \) s, and amplitude of \( A = 10 \) N, as shown in Fig. 5(a). The spectral content of this input \( \hat{F}_s(\omega) \) is shown in Fig. 6(a), and the resulting displacement response spectra for the paths and the receiver \( \hat{X}_i(\omega) (i = 1,2,3,R) \) are displayed in Fig. 6(b). The receiver response \( \hat{X}_R(t) \) and the interfacial forces on the source side of path 1 \( \hat{q}_s(t) \) are calculated by two alternate methods: (i) find the “true” transient response by Eq. (4a) and employ Method A; (ii) employ Eq. (15) given \( \hat{Q}_s(t) \) obtained by using Eq. (12) with a selected sampling frequency \( f_{sp} = 500 \) Hz, and number of data points \( N_p = 4096 (2^{12}) \). Figs. 5(b) and (c) show that the second method disregards the majority of the starting transients for the selected time window \( (t_{sp} = 8.192) \). If the sawtooth amplitude \( A \) is increased, the starting transients would be even more significant. Obviously such transients cannot be disregarded. To improve the IFFT based force estimate (for a given external excitation), we suggest one of the following two strategies.

Strategy I. Increase the number of data points (say \( 2^{14} = 16,384 \) points for the example case) to extend \( t_{sp} \) and sample a longer transient duration. The number of needed points however would increase even more (theoretically to infinity) for systems with small damping and for transient excitations such as an impulse-like excitation.

Strategy II. First, calculate the ”true” transient \( \hat{x}(t) \) using Eq. (4a). Second, transform the response to frequency domain \( \hat{X}(\omega) \) by FFT (Eq. (16)). Third, calculate the interfacial forces in frequency domain by Eq. (12). Finally, transform the interfacial forces back to the time domain by the IFFT process (Eq. (15)) and obtain transient \( q_s(t) \). We designate this calculation strategy as Method B.

Although accurate results with a lower \( N_p \) may be obtained by the second strategy (Method B), the overall accuracy still depends on a proper selection of the sampling parameters. For example the sampling frequency \( f_{sp} \) should be at least four times greater than the maximum analysis frequency to avoid the aliasing problem and yet \( \Delta f \) should be kept small enough to capture the details in the spectrum. A typical error analysis is given in Table 2, where the average root-mean-square
errors ($e_{\text{rms}}$) in transient forces, as yielded by Method B, are shown for various $f_{sp}$ assuming that Method A yields the true solution for an ideal input (which is validated later in Section 7):

$$e_{\text{rms}} = \frac{1}{N_p} \sqrt{\sum_{n=1}^{N_p} (q_{ij}(t) - q_{ij}^{\text{ideal}}(t))^2}$$  \hfill (17)

When the sampling frequency $f_{sp}$ is reduced, a rapid growth in errors is seen in Table 2. Since we are primarily interested in lower frequency regime and the $\Omega_r$ values of the example case are between 5.6 and 33.1 Hz, a relatively low $f_{sp}$ (such as 500 Hz) yields satisfactory results. However, when the system has higher natural frequencies, a very high value of $f_{sp}$ should be chosen; this would significantly reduce the time window ($t_{sp}$) for a given $N_p$ (and that would yield additional sampling errors). Hence, selection of sampling parameters is a primary issue whenever Method B were to be employed.

Also, one should apply proper windows to avoid the leakage problem and to ensure that no transients are "edited" out. Given the underlying sampling issues and two domain transformations (using the computational process), true time domain approaches, as described next in Sections 5 and 6, propose promising alternatives to the IFFT method to estimate the transient interfacial forces.

5. Indirect interfacial force estimation in time domain by inverse modal analysis (Method C)

Recall the matrix formulation that was developed in Section 4 (Eq. (12)) to determine the interfacial forces in frequency domain utilizing the forced (whole) system response ($\hat{X}(\omega)$), and the dynamic compliance matrix ($\hat{H}(\omega)$) of the sub-system. The corresponding time domain formulation can be expressed in the following convolution (+) product:

$$\begin{pmatrix} f_1(t) \\ \vdots \\ f_g(t) \end{pmatrix}_{\text{whole system}} = \begin{pmatrix} h_{11}(t) & \cdots & h_{1g}(t) \\ \vdots & \ddots & \vdots \\ h_{g1}(t) & \cdots & h_{gg}(t) \end{pmatrix}_{\text{sub-system}}^{-1} \ast \begin{pmatrix} X_1(t) \\ \vdots \\ X_g(t) \end{pmatrix}_{\text{whole system}}$$  \hfill (18)

Here $h_{ij}(t)$ are the impulse response terms of the sub-system, and $f_i(t) (i=1, \ldots, g)$ are equivalent to the interfacial forces $q_{ij}(t)$ of the original (whole) system. However, this calculation approach is extremely inefficient as it requires $g^2$
convolution integral calculations at each discrete time, which is practically impossible to execute. The time domain correspondents of Eqs. (13) and (14) also have the same problem. Therefore, the regression algorithm illustrated in Section 3 (and derived in Appendix A.2.) is utilized to develop a more tractable transient interfacial force estimation method.

Based on the response $x(t)$ and modal data ($\Omega_r$, $\zeta_r$ and $u_r$), the external force $f(t)$ to the system is constructed by an inverse procedure. In order to obtain the interfacial forces, utilize $\Omega_r$, $\zeta_r$ and $u_r$ of the sub-system whose external forces act as the interfacial forces, and $x(t)$ of the whole system. Here, assume that $x_0$ and $\dot{x}_0$ are known. Because of the difference in the integrand $I$ at each discrete time, the inverse modal synthesis is far more complicated than the regular modal analysis. The proposed steps are given below. (Refer to Appendix A.2. for equations starting with A.)

![Sawtooth force and responses in frequency domain](image)

**Table 2**

Average root-mean-square errors ($e_{\text{rms}}$) as caused by the choice of sampling frequency ($f_{sp}$) in Method B. Benchmark is the true response yielded by Method A.

<table>
<thead>
<tr>
<th>Interfacial force</th>
<th>$f_{sp}=1000\text{ Hz}$</th>
<th>$f_{sp}=500\text{ Hz}$</th>
<th>$f_{sp}=300\text{ Hz}$</th>
<th>$f_{sp}=100\text{ Hz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_{1S}(t)$</td>
<td>0.0004</td>
<td>0.0007</td>
<td>0.0065</td>
<td>0.0202</td>
</tr>
<tr>
<td>$q_{2S}(t)$</td>
<td>0.0003</td>
<td>0.0005</td>
<td>0.0046</td>
<td>0.0146</td>
</tr>
<tr>
<td>$q_{3S}(t)$</td>
<td>0.0002</td>
<td>0.0004</td>
<td>0.0037</td>
<td>0.0116</td>
</tr>
<tr>
<td>$q_{1R}(t)$</td>
<td>0.0024</td>
<td>0.0047</td>
<td>0.0069</td>
<td>0.0126</td>
</tr>
<tr>
<td>$q_{2R}(t)$</td>
<td>0.0017</td>
<td>0.0034</td>
<td>0.0049</td>
<td>0.0091</td>
</tr>
<tr>
<td>$q_{3R}(t)$</td>
<td>0.0016</td>
<td>0.0027</td>
<td>0.0040</td>
<td>0.0072</td>
</tr>
</tbody>
</table>
First, the response $x(t)$ is transformed into modal domain by Eq. (11) applying $U^{-1}x(t) = \chi(t)$. Then, the $\chi_r^{Cl}(t)$ term is extracted as $\chi_r^{Cl}(t) = \chi_r(t) - \chi_r^{init}(t)$, where $\chi_r^{init}(t)$ is known $\chi_0$ and $\chi_0$. When $t = t_2 = h$, Eq. (A6) gives

$$A(t) = \frac{2\Omega_r \chi_r^{Cl}(t)}{hA_{\text{gen}}^{\text{den}}}$$

(19)

where $A(t)$ is the generalized force at $t = t_1 = 0$, and $A_{\text{gen}}^{\text{den}} = e^{-\gamma_r\Omega_r h}$ is defined for the sake of convenience. Next, at $t = t_3 = 2h$, the generalised force at $t = t_3 = 2h$ is obtained from Eq. (A8):

$$A(t) = \frac{2\Omega_r \chi_r^{Cl}(2h)}{hA_{\text{gen}}^{\text{den}}} = \frac{2\Omega_r \chi_r^{Cl}(2h)}{hA_{\text{gen}}^{\text{den}}} - \frac{A(t_0)e^{-\gamma_r\Omega_r h}}{2} - A(t)$$

(20)

where $A(t)$ is defined by Eq. (19). Next, at $t = t_4 = 3h$, the generalized force at $t = t_3 = 2h$ is obtained using Eq. (A10) as

$$A(t) = \frac{2\Omega_r \chi_r^{Cl}(3h)}{hA_{\text{gen}}^{\text{den}}} - \frac{A(t_0)e^{\gamma_r\Omega_r h}}{2} - A(t)$$

(21a)

Replacing the integrands $\int_0^h$ and $\int_0^h$ of Eq. (21a) by Eqs. (A9a) and (A9b) gives

$$A(t) = \frac{2\Omega_r \chi_r^{Cl}(3h)}{hA_{\text{gen}}^{\text{den}}} - \frac{A(t_0)e^{\gamma_r\Omega_r h}}{2} - A(t)$$

(21b)

Here, $A(t_0)$ and $A(t)$ may be obtained from Eqs. (19) and (20), respectively. Similarly, at $t = t_3 = (d-1)h$, the generalized force at $t = t_3 = (d-2)h$ is calculated using the previously obtained $A_i(jh)$ values for $j = 1, \ldots, (d-3)$ as

$$A(t) = \frac{2\Omega_r \chi_r^{Cl}(3h)}{hA_{\text{gen}}^{\text{den}}} - \frac{A(t_0)e^{\gamma_r\Omega_r h}}{2} - A(t)$$

(22a)

Replacing the integrands of Eq. (22a) by Eqs. (6a) and (6d) gives

$$A(t) = \frac{2\Omega_r \chi_r^{Cl}(3h)}{hA_{\text{gen}}^{\text{den}}} - \frac{A(t_0)e^{\gamma_r\Omega_r h}}{2} - A(t)$$

(22b)

Here, $A(t_0), A_i(h), \ldots, A_i((d-3)h)$ are the generalized forces at previous discrete time steps $t_1, t_2, \ldots, t_{d-2}$ that are calculated during the execution of the regression algorithm. Unlike the response obtained in Section 3, which can be calculated in any order about time, the force obtained here (using the sub-system approach) must be calculated in the proper sequence at $t = t_1, t_2, \ldots, t_{d-1}$, from past to future, due to the regression algorithm about $A_i$. Note that the generalized force $A_i((d-1)h)$ at $t = t_3 = (d-1)h$ is still unknown, since the final terms, such as Eq. (6e), are always zero. Finally, the external force vector is estimated as

$$f(t) = (U^{-1}) A(t)$$

(23)

Here, $t = t_1, t_2, \ldots, t_{d-1}$ due to the above mentioned limitation, and $f(t)$ is still unknown. As noted before, $f(t)$ of sub-system corresponds to $q(t)$ of the original (whole) system. Note that although this reconstructed transient force vector $f(t)$ has the same dimension as of the sub-system, the forces are, of course, zero at those elements, where no external force to the sub-system exists. For instance, if $q_0(t)$ $(i = 1, 2, 3)$ are of interest and sub-system of Fig. 4(a) is utilized, the forces on the receiver must be zero since there is no external force that acts on the receiver of the sub-system. The proposed estimation scheme developed in this section is labeled as “Method C”. It should be a promising alternative to two methods (A and B) as well as to the other force reconstruction techniques that are well described in the literature [21–28].

6. Indirect interfacial force estimation in time domain using sub-system matrices (Method D)

The proposed estimation scheme of Section 5 (Method C) can be used only when the modal domain properties are fully known. However, if the system parameters ($\mathbf{M}, \mathbf{K}$ and $\mathbf{C}$) are known, interfacial forces can be estimated by a simpler, and approximate approach that is designated as Method D. In this formulation we simply incorporate the sub-system matrices in Eq. (2) along with corresponding measured responses, and execute the numerical differentiation or integration (Eq. (5)). Overall, Method D will have a somewhat limited utility for many practical problems since it is easier to measure relevant mode shapes and natural frequencies (as required by Method C) rather than estimating physical system properties. Although Methods A and D both require the knowledge of interfacial properties, the chief advantage of Method D over Method A is that it requires absolute motion measurements (instead of the relative motions), which is usually less erroneous and easier to measure in most real-life systems.
7. Comparative evaluation of four time domain methods (A–D)

The proposed transient methods are graphically summarized in Fig. 7. The left hand side of the schematic outlines the system response calculation given external excitation (for computational purposes), and the right hand side depicts the indirect interfacial force estimation methods. Note that the symbols \( f \) and \( f^{-1} \) stand for fast Fourier transform (FFT) and inverse fast Fourier transform (IFFT).

Next, the indirect force estimations (using Methods C and D) are computationally compared with the direct time domain calculation (Method A) and the frequency domain approach using IFFT (Method B) for the example case of Fig. 2 and Table 1. Interfacial forces on the source side \( q_{iS}(t) \) \( (i = 1, 2, 3) \) and on the receiver side \( q_{iR}(t) \) \( (i = 1, 2, 3) \) of all three paths are analyzed under two different input forces \( f_{S}(t) \). First, an ideal impulse excitation is applied to observe the transient interfacial forces. Second, a periodic sawtooth excitation with period \( T = 0.1 \text{s} \) and amplitude \( A = 10 \text{N} \) as previously shown in Fig. 5(a) is selected; in this case, we add a significant Gaussian noise (with mean=0.5 N and variance=5 N\(^2\)) component to simulate the sensitivity of each method to random noise that is bound to be present in all real-life measurements. For each force input case, all initial conditions are assumed to be zero for the sake of convenience. To implement Method B, sampling parameters are selected as follows (refer to the prior discussion): \( f_{sp} = 500 \text{Hz} \) with \( N_p = 4096 \) \((2^{12})\) data points.

7.1. Ideal impulse force

The estimated path forces under an ideal impulse excitation are presented in Figs. 8 and 9 for paths 1 and 3, respectively, which correspond to the most and least dominant paths in terms of the transmitted forces. The results are given both in time and frequency domain for the first path in Fig. 8. The time domain methods (A–D) are compared in Figs. 8(b) and (d) from \( t = 0 \) to \( t = 1.0 \text{s} \), and their frequency domain correspondents are given in Figs. 8(a) and (c), which correspond to the following four sets: (i) direct method in frequency domain as given by Eq. (1b); (ii) indirect method in frequency domain as expressed by Eq. (12) (Method B without taking the IFFT); (iii) FFT of the results yielded by Method C and (iv) FFT of the results yielded by Method D. Both time and frequency domain results show excellent consistency among the methods. In particular, Methods A,B,C are nearly coincident, and Method D shows only minor deviations. For path 3, only time domain results are presented (in Fig. 9) as we are primarily interested in the transient forces. Again, A, B and C virtually coincide, and Method D shows similar results though negligibly small deviations (compared with A, B or C) are seen especially at the peaks.

7.2. Comparison of interfacial forces for sawtooth force input with Gaussian noise

Next, a periodic sawtooth force input (with \( A = 10 \text{N} \) and \( T = 0.1 \text{s} \)) with a significant Gaussian noise (mean=0.5 N, variance=5 N\(^2\)) is applied at the source to observe the sensitivity of each method to the noise. No time domain averaging
process (or any other noise reduction technique) is used. The results are shown in Figs. 10 and 11 for paths 1 and 3, respectively. The ideal interfacial forces (in the absence of noise) are also plotted for the time domain methods as the benchmark. Observe that all methods show some deviations, but it is difficult to tell which method (with noise) is closest.
to the ideal (without noise). Methods A and C are almost coincident as they rely on the same calculated transient response.

The deviations of Method D (not only from the ideal one but also from other curves) are even more visible especially for the interfacial forces on the receiver side.

To obtain more quantitative results, $e_{\text{rms}}$ (given by Eq. (17)) is calculated for each method based on time histories from $t=0$ to $t=8.192$ s ($=t_{sp}$ for Method B). Here, $e_{\text{rms}}$ is also calculated with $N_p=16,384$ ($2^{14}$) data points for Method B (over the same time interval) in order to observe the effect of number of sampling points and the results are listed in Table 3. It may be seen that $e_{\text{rms}}$ for Method B with $N_p=4096$ ($2^{12}$) is very close to those of Methods A and C; such errors can be further reduced by selecting more sampling points. Method D has larger errors than other methods especially on the receiver side.

Fig. 10. Interfacial forces in path 1 when the noisy sawtooth force applied to the source: (a) $q_{1S}(t)$ and (b) $q_{1R}(t)$. Key: (- - - - -), Method A; (---), Method B; (-----), Method C; (o-o-o-o), Method D; (-----), ideal forces (without noise).

Fig. 11. Interfacial forces in path 3 when the noisy sawtooth force applied to the source: (a) $q_{3S}(t)$ and (b) $q_{3R}(t)$. Key: (- - - - -), Method A; (---), Method B; (-----), Method C; (o-o-o-o), Method D; (-----), ideal forces (without noise).
(though still acceptable). Further analyses show that the mean of noise signal (and not the noise variance) controls most of the difference among the time domain methods. Overall, Method B seems to be slightly less sensitive to noise, but other time domain methods are still accurate and yield better results than Method B in certain time intervals. Thus, it would be a good practice to estimate the interfacial forces based on several methods rather than relying on a particular method especially in the presence high ambient (random) noise.

7.3. Method selection considerations

The feasibility studies clearly demonstrate that the time domain methods (A–D) yield (almost) an exact answer for an ideal input, and each one is capable of giving satisfactory results in the presence of random noise. However in practice, other considerations will dictate the choice of a method. For instance, Methods A and D essentially depend on the interfacial properties (i.e. $k_0$ and $c_0$), which are usually difficult to estimate in many real-life problems. The applicability of Method C relies on the system modal parameters (when known). The accuracy of Method B, on the other hand, relies on the choice of sampling parameters as discussed before. Other signal processing issues such as leakage should also be considered when employing Method B. Thus, pure time domain methods (Methods A, C or D) are more desirable, when applicable, for transient conditions.

8. Preliminary experimental validation

To further validate the time domain methods, a simple experiment is developed and some initial results are obtained. Refer to Fig. 12(a) for the measurement setup, which consists of a plate–beam–plate structure to represent a source–path–receiver network, an impact hammer, an accelerometer and a two-channel FFT analyzer. The plate–beam–plate structure, which can be seen more clearly in Fig. 12(b), simulates the generic vibration problem well with parallel transmission paths as illustrated in Fig. 1; it consists of a source plate, a receiver plate, three parallel beams that act as transmission paths and finally compliant (rubber) materials as interfaces. These compliant materials, which reduce the number of modes of the overall system over the lower frequency regime, have low stiffness and high damping properties (though of unknown values) in comparison with those of the steel plates and beams. The source plate ($m_5$), the receiver plate ($m_4$) and the three identical parallel beams ($m_1 = m_2 = m_3$) are represented as pure mass elements with the following values: $m_5 = 0.444$ kg, $m_3 = 0.926$ kg and $m_1 = m_2 = m_3 = 0.08$ kg. Therefore it is convenient to model the system as a 5-DOF source–path–receiver network, just like in Fig. 2, with known $M$ matrix but unknown $K$ and $C$ matrices.

An impulsive force $f_2(t)$ is applied to the source plate ($m_5$) with a force gauge equipped modal hammer, and the acceleration data of the paths in the vertical direction $\ddot{x}_i(t)$ ($i=1, 2, 3, R$) are measured by the accelerometer(s) and processed by the FFT analyzer, which also computes the accelerances $\ddot{x}_i/F_2(\omega_i)$ ($i=1, 2, 3, R$). The five resonance peaks ($Q_\text{peak}$) of resulting spectra are estimated as the natural frequencies ($\Omega_i$) of the 5-DOF model although only a few modes are dominant. Here, $^*$ denotes an estimated value. The corresponding mode shapes are estimated as

$$\hat{\mathbf{u}}_r = \frac{\mathbf{u}_r^{\text{IP}}}{\sqrt{\mathbf{u}_r^{\text{IP}}\mathbf{M}\mathbf{u}_r^{\text{IP}}}} \quad \text{where} \quad \mathbf{u}_r^{\text{IP}} = \text{Im}[\hat{Q}_r^{\text{peak}}]$$

The damping ratios ($\zeta_r$) are estimated by the half-power method [29].

Since the system is a simple structure and one of the system matrices is already known (i.e. $M$), it is possible to estimate the structural properties ($K$ and $C$ matrices) of the system using the experimental data. If a good estimate of the system matrices can be found, it is easier to experimentally apply Method D rather than Method C. The structural properties ($K$ and $C$ matrices) can be estimated as

$$\hat{\mathbf{K}} = (\mathbf{U}^T)^{-1}\text{diag}[\Omega_i^2]\mathbf{U}^{-1} \quad \text{and} \quad \hat{\mathbf{C}} = (\mathbf{U}^T)^{-1}\text{diag}[2\zeta_r\Omega_i]\mathbf{U}^{-1}$$

Using these estimated system matrices, $\mathbf{x}(t)$ is determined by Eq. (3) from Eq. (4a), and $\ddot{x}(t)$ and $\dddot{x}(t)$ are calculated using Eq. (5). A comparison of the measured and calculated accelerations ($\ddot{x}_i(t) = (\ddot{a}_i(t))$) is shown in Fig. 13(a), which displays a

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Average root-mean-square errors ($e_{\text{rms}}$) for each method when a noisy sawtooth force is applied to the source.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>$e_{\text{rms}}$ in interfacial force (N)</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Method A</td>
<td>0.011</td>
</tr>
<tr>
<td>Method B, 4096 points</td>
<td>0.010</td>
</tr>
<tr>
<td>Method B, 16,384 points</td>
<td>0.006</td>
</tr>
<tr>
<td>Method C</td>
<td>0.011</td>
</tr>
<tr>
<td>Method D</td>
<td>0.012</td>
</tr>
</tbody>
</table>
relatively good match. Knowing the $\mathbf{M}, \mathbf{\dot{C}} \text{ and } \mathbf{K}$ matrices, $q_i(t)(i=1,2,3)$ is now determined by Method D for both theoretical and experimental responses, and the resulting forces $q_{is}(t)$ are shown in Fig. 13(b). The two curves show a consistent trend and the sources of error are the following: (i) integration of measured acceleration data; (ii) unwanted rigid body rotations and flexural motions of the source and receiver plates although an attempt is made to excite only the vertical motions; (iii) bias errors due to the lumped system model. The usage of a more continuous structure and an experimental application of sub-system approach might produce better results.

9. Conclusion

A structural path rank ordering process under transient excitations requires a good knowledge of the interfacial path forces, which are difficult to directly measure. Four time domain methods to estimate the interfacial forces are proposed and comparatively evaluated with application to linear time-invariant, proportionally damped discrete systems. First the transient response is outlined and a direct time domain technique (Method A) is given. Then the frequency domain estimation methods are reviewed, and the inverse Fourier transform scheme (Method B) is introduced. The transient interfacial forces are also derived from an alternate approach using the inverse modal analysis. The convolution integral assumes a summation form for discrete time data, and the trapezoid integration formula is inversely solved with regression algorithm about the generalized force $\mathbf{A}(t)$ in modal domain. The sub-system concept is employed to obtain the interfacial forces based on the forced vibration response of original system and modal data ($\Omega_r, \zeta_r \text{ and } \mathbf{u}_r$) of the
sub-system (Method C). An approximate time domain scheme (Method D) is also suggested, which could be used only if the system properties are known or precisely estimated. The four interfacial force formulations are compared for a 5-DOF source–path–receiver system (with three parallel paths) under an ideal impulse and a noisy periodic sawtooth force. It is observed that Method C exactly matches Methods A and B though Method D also gives similar results with negligible deviations for an ideal impulse excitation. For a noisy periodic input some deviations are observed in each method although they are still satisfactory. Preliminary measurements on a laboratory experiment that utilizes Method D, are close to theoretical calculations though some deviations could be seen due to experimental sources of error.

The indirect formulations to estimate transient interfacial forces are novel time domain approaches. The proposed methods may overcome the errors introduced by the transfer function based frequency domain analyses (and related transformations) and may especially be useful to analyze lightly damped structures excited by transient excitations, or any particular system where the transient forces or responses are significant; this forms the key contribution of our article.
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Appendix A

A.1. Derivation of the convolution integral

The differential equations of motion of dimension \( N \) (Eq. (2)) may be solved using the Laplace \((s)\) transformation \( L[x(t)] = \mathcal{X}(s) \). Eq. (2) leads to \( \mathcal{X}(s) = Z^{-1}(s)\mathcal{U}(s) \), where dynamic stiffness is given by \( Z(s) = s^2M + sC + K \). Dynamic force in the \( s \) domain is \( \mathcal{F}(s) = \mathcal{F}(0) + (sM + C\mathcal{X}_0 + M\mathcal{B}_0) \), where \( \mathcal{X}_0 \) and \( \mathcal{B}_0 \) are the initial displacement and velocity vectors, respectively. In order to execute the inverse Laplace transformation of \( \mathcal{X}(s) \), the characteristic equation \( |Z(s)| = 0 \), which results in a polynomial equation of order \( 2N \) in \( s \), has to be numerically solved to obtain all poles of \( Z^{-1}(s) \). However, this approach becomes tedious with an increase in \( N \), and thus the modal expansion approach must be adopted.

The time domain response \( \mathcal{X}(t) \) can be expressed as a superposition of the normal modes for a proportionally damped system where \( \mathcal{U} \) is the modal matrix. (The second number in parenthesis refers to the original equation number in the main paper):

\[
\mathcal{X}(t) = \mathcal{U}\chi(t)
\]

(A1) (3)

Here, \( \chi(t) \) is the generalized coordinate (displacements). The external force in modal domain is also transformed as \( \mathcal{U}^T\mathcal{F}(t) = \mathcal{A}t \). By pre-multiplying Eq. (A1) with \( \mathcal{U}^T \) and taking advantage of orthogonal properties, the de-coupled equation of motion for the \( r \)th mode is as follows:

\[
\ddot{\chi}_r + 2\zeta_r\omega_r\dot{\chi}_r + \omega_r^2\chi_r = A_r, \quad r = 1, 2, \ldots, N
\]

(A2)

The solution of Eq. (A2) can be obtained through the Laplace transformation:

\[
\mathcal{X}_r(s) = \frac{\mathcal{T}_r(s) + (s + 2\zeta_r\omega_r)\mathcal{X}_r(0) + \dot{\mathcal{X}}_r(0)}{(s + \zeta_r\omega_r)^2 + \omega_r^2}
\]

(A3)

where \( \omega_r = \sqrt{1 - \zeta_r^2}; \mathcal{X}_r(0) \) and \( \dot{\mathcal{X}}_r(0) \) depend on the initial displacement and velocity, respectively, of the \( r \)th mode. Taking the inverse Laplace transformation of Eq. (A3), \( \mathcal{X}_r(t) = \chi_r^{C1}(t) + \chi_r^{\text{initial}}(t) \), where \( \chi_r^{C1}(t) \) is expressed by the convolution integral:

\[
\chi_r(t) = \frac{1}{\omega_r} \int_0^t A_1(\tau)e^{-\zeta_r\omega_r(t-\tau)} \sin\{\omega_r(t-\tau)\} \, d\tau + A_1(t)\mathcal{X}_r(0) + A_2(t)\dot{\mathcal{X}}_r(0)
\]

(A4a) (4a)

\[
A_1(t) = e^{-\zeta_r\omega_r t} \left( \cos \omega_r t + \frac{\zeta_r}{\sqrt{1 - \zeta_r^2}} \sin \omega_r t \right); \quad A_2(t) = \frac{1}{\omega_r} e^{-\zeta_r\omega_r t} \sin \omega_r t
\]

(A4b-c) (4b-c)

Then, the transient response is given by Eqs. (A1) and (A4).

A.2. Summation approximation of the convolution integral

For discrete time events including experimental data, the evaluation time is discretized at \( t = t_1, t_2, \ldots, t_d(s) \) such that \( t_1 = 0 \) and time resolution \( h = t_1 - t_j \). At \( t = t_2 = h \), the integrand of \( \chi_r^{C1}(t) \) in Eq. (A4a) takes two values:

\[
\tau = 0 : A_1(0)e^{-\zeta_r\omega_r h} \sin \omega_r t(= I_1^{(0)})
\]

(A5a)

\[
\tau = h : A_1(h)e^0 \sin 0 = 0
\]

(A5b)

Thus

\[
\chi_r^{C1}(h) = \frac{h}{2\omega_r} A_1(0)e^{-\zeta_r\omega_r h} \sin \omega_r h
\]

(A6)

At \( t = t_3 = 2h \), the integrand of \( \chi_r^{C1}(t) \) takes three values:

\[
\tau = 0 : A_1(0)e^{-2\zeta_r\omega_r h} \sin 2\omega_r h \equiv I_2^{(0)}
\]

(A7a)

\[
\tau = h : A_1(h)e^{-\zeta_r\omega_r h} \sin \omega_r h \equiv I_2^{(h)}
\]

(A7b)

\[
\tau = 2h : A_1(2h)e^0 \sin 0 = 0
\]

(A7c)

Thus

\[
\chi_r^{C1}(2h) = \frac{h}{2\omega_r} I_2^{(h)} + \frac{h}{2\omega_r} I_2^{(0)}
\]

(A8)
Next, at \( t = t_4 = 3h \), the integrand of \( \chi_t^{CI} \) takes four values:

\[
\begin{align*}
\tau = 0 & : \quad A_r(0)e^{-3\omega_0 t} \sin 3\omega_0 t \equiv f_3^{(0)} \\
\tau = h & : \quad A_r(h)e^{-2\omega_0 t} \sin 2\omega_0 t \equiv f_3^{(h)} \\
\tau = 2h & : \quad A_r(2h)e^{-\omega_0 t} \sin \omega_0 t = f_3^{(2h)} \\
\tau = 3h & : \quad A_r(3h)e^0 \sin 0 = 0
\end{align*}
\]  

(A9a–d)

Thus

\[
\chi_t^{CI}(3h) = \frac{h}{\Omega_4} f_3^{(2h)} + \frac{h}{\Omega_3} f_3^{(h)} + \frac{h}{2\Omega_2} f_3^{(0)}
\]

(A10)

Similarly, at \( t = t_d = (d-1)h \), the convolution integral may be calculated by a sum of \((d-2)\) trapezoid areas and one triangle area as described below:

\[
\begin{align*}
\tau = 0 & : \quad A_r(0)e^{-(d-1)\omega_0 t} \sin (d-1)\omega_0 t \equiv f_3^{(0)} \\
\tau = h & : \quad A_r(h)e^{-(d-2)\omega_0 t} \sin (d-2)\omega_0 t \equiv f_3^{(h)} \\
\tau = 2h & : \quad A_r(2h)e^{-(d-3)\omega_0 t} \sin (d-3)\omega_0 t \equiv f_3^{(2h)} \\
\vdots & \\
\tau = jh & : \quad A_r(jh)e^{-(d-1-j)\omega_0 t} \sin (d-1-j)\omega_0 t \equiv f_3^{(jh)} \\
\vdots & \\
\tau = (d-1)h & : \quad A_r((d-1)h)e^0 \sin 0 = 0
\end{align*}
\]  

(A11a–e)

Therefore, the convolution integral in \( \chi_t^{CI}(t) \) is estimated by

\[
\chi_t^{CI}(t_d) = \chi_t((d-1)h) = \frac{h}{\Omega_4} \sum_{j=1}^{d-2} f_3^{(jh)} + \frac{h}{2\Omega_2} f_3^{(0)}
\]

(A12)
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